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AT AR
SUMMARY £

The effects of random dose measurement errors
on analyses of atomic bomb survivor data are
described and quantified for several procedures.
It is found that the ways in which measurement
cerror is most likely to mislead are through
downward bias in the estimated regression coeffi-
cients and through distortion of the shape of
the dose-response curve.

The magnitude of the bias with simple linear
regression is evaluated for several dose treatments
including the use of grouped and ungrouped
data, analyses with and without truncation at
600rad, and analyses which exclude doses
exceeding 200rad. Limited calculations have
also been made for maximum likelihood esti-
mation based on Poisson regression. The power
for testing the hypothesis of no effect is also
evaluated for the above procedures. The calcu-
lations are based on a model in which the error
distributions are assumed to be lognormal with
standard deviations that are 0%, 30 %, and 50%
of the true dose values. Resulis are limited to
a doseresponse function which is linear on
total dose.

It is found that the commonly applied practice

of substituting 600rad for doses exceeding this
value definitely reduces bias in the presence of
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error. Restricting the analysis to doses less than
200rad reduces bias even more but at the price
of considerable loss of power. Both the bias and
the power for analyses based on grouped data
are very close to the respective bias and power
with ungrouped data,

INTRODUCTION

It is recognized that the estimated radiation
doses for atomic bomb survivors which have been
used in analyses at ABCC-RERF are subject to
considerable measurement error.’? Aside from
recently identified problems regarding appro-
priate air dose curves™ and attenuation factors,’
estimated doses are subject to a variety of
random error sources. This is due to the fact
that the basic information needed to calculate
dose, such as distance from the hypocenter and
shielding configuration, has been obtained
through interview several years after the event.
Thus despite arduous efforts to obtain reliable
information, the basic data needed to calculate
dose cannot be considered completely accurate.
Such uncertainty cannot be resolved by consider-
ation of the physical construction of the bombs
and attenuation of gamma and neutron radiation
through air and various materials providing
shielding.

Jablon® has described the dose estimation process
and has evaluated probable errors from various
sources. Although he discusses T65 doses,!
much of this can be applied to other dosimetrics
that have recently been proposed. Jablon also
considered the impact of measurement error on
the shape of the observed dose-response curve.
It is the aim of this paper to extend this work
by considering other ways that dose measure-
“'ment error can affect various analytical proce-
dures. Random rather than systematic error is
emphasized; that is, assessing the impact of
incorrect air dose curves, etc., is not the aim of
this paper.

It is the goal of much of the research at RERF
to make inferences about dose-response relation-
ships based on observed doses which are esti-
mates of the true doses. Although most investi-
gators are probably well aware of the presence
of dose measurement errors, efforts to take this
error into account have been limited for the most
part to the commonly applied practice of
substituting 600rad for doses exceeding this
value., Also, one reason for conducting analyses
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on grouped data has been an assumption on the
part of some investigators that grouped data
analyses will be less subject to.distortion from
measurement error. Prentice® has developed
optimal procedures for the proportional hazards
model when the covariates are subject to
measurement error, but such procedures require
specification of the error distributions and have
not yet been widely applied.

It is the aim of the current paper to determine
in what ways and to what extent various ireat-
ments of the estimated doses are likely to be
misleading in the presence of error. A model to
describe the error structure is developed in this
paper and various ways in which error can affect
analyses are discussed first in general terms,
and then, certain practices such as the substi-
tution of 600rad for large doses and grouping
observations are evaluated. Unfortunately, since
the exact nature of the error structure is
unknown, it is not possible to give more than
rough indications regarding the likely effects of
measurement error. It is hoped, however, that
this paper will allow the reader to recognize
those areas in which the presence of error could
alter results {as well as those which are not much
affected) and thus permit more informed
interpretation of results of various analyses of
RERF data.

METHODS

Error Model and Notation. In order to evaluate
the impact of error in anything but the most
general terms, a model specifying the nature and
magnitude of the error is required. Let us first
introduce the following notation. Let i index
individuals in a particular study, let d; denote the
true radiation dose for individual i, and z; denote
its estimated value. For most applications in
this paper, dose will refer to total kerma dose.
The distribution of the z; given d;, that is the
error distributions, will be denoted by g;(z;|d;).
It is assumed that the estimated doses z;|d; for
different individuals are independent of one
another. That is, this model does not allow for
groups of individuals subject to identical or
correlated errors.

The distributions g;(z;ld;) have been taken to be
lognormal distributions. This was the choice of
Jablon® and is at least partially justified by the
fact that the log of the air dose is very nearly
a linear function of distance over the range of

RERF TR 12.82

LA ErRAwTHEFETIEBERO—~2 3, FT
OHFEEY, KT LEEHEHuTRITET 2L
WERZBCLLLIGFEI L THAL I LHERL L
EVWIZETHB. Prentice® ¥, EERATERE
EEATHAREORFNY - FEFAOLDORE
LHEERELAYN, COHERHEZIFII20TE
BEOEREELELL, H{HAwshazTIZR
FoTwuiL,

BRENHSBE, HenERRLEY, YO
12, ik, FORBEREI?RELTVOIEER
FTEOHFRYENHNTHE. ¥, BEDMES
RTEFLEMREL, 2wT, BENMFERICREY
LidHsn5ames ¥l L, XKz,
ERRO600rad I kAR EHRIPEFTICL S
EVo Rk EE OO BREIITEML .
BRELNFS, BEOHBEOERLFHATHTH 5
0T, WERZORIZLE 5 HREICML T2
MIEEN Eob 0TI LEcadd o, LAL
A6, REIED, REFUBOHFEILLT
BEIERT EE (RUKVERL Z0HEE)
DWTORBERLL RN, £, FEIIREFEY
DEAOFRIHEROBIIHBL ABERIETEZ &
= WtET 5.

A &

BETFNMVRURDE. S —HB0ALE®kIIECT
BMEOMELEET S -0I123, B20oMELEE
FHARTAEFNIBETHE., £, kDL 3 %
FREFHETS. | s B EORT LT AHRE,
d ¥MRE I NEOKRKNRE, 2 270HEMRE
TTLoET3. AEUTUHECOBHS, SRR
kerma I F R TLDET 3. BED PG5 is5h
BEE, L, DRHTELLBEENLEE, g (210d,)
ET3. BESHBHECHTIHEHR2d, BHEV
ZHMILTWwEEEETS. §4hb, ZOTTN
T, MREQERS, F—0@REXTAMKEZED
HAMELEFT AL LW

FAg (20d) L LTRMHEEFERIAEIFAVE AT
&lc. THhidlablon? OEIRTHY, BRBKED .
WA, HREEHOEECH L TRITREMEE
ZAERFICLVD L LA IBERATS NS,



RERF TR 12-82

interest. From this it follows that if the errors
in location of survivors with respect to distance
from the hypocenter follow distributions which
are approximately normal, the efrors in air dose
will follow distributions which are approximately
lognormal, For shielded survivors, the additional
assumption that the logarithms of the estimated
individual transmission factors also follow
normal distributions is required. We will assume
then that the normal distribution of log z
conditional on d; has mean log d; and variance
o®. It will then follow that the estimated dose
z; will have a standard deviation which is
approximately od;; that is, the standard deviation
of z; is proportional to the true dose and o is
the proportionality constant or the standard
error stated as a percentage of the true dose.
If we define < = exp(0?/2), then the mean and
variance of z; conditional on d; are given by wd;
and w?(w? — l)diz, respectively. More generally

the k-th noncentral moment is given by wk? dk.
These results follow directly from properties of
the lognormal distribution.” Note that under
this model 2 true dose of zero is assumed to have
no measurement error,

Complete specification of the error structure, or
joint distribution of the d and z over the
population, also requires specification of the
distribution of true doses d (the subscripts i will
be omitted when it is the population distribution
of d andfor z that is of interest). Jablon®
estimated this distribution by assuming that the
Hiroshima and Nagasaki populations (imme-
diately preceding the bomb) were uniformly
distributed over specified areas and further
assuming that these populations were subject to
mortality approximated by a logistic function of
" distance from the hypocenter. In this paper,
observed estimated doses for survivors in the Life
Span Study (LSS) extended sample, corrected
for whatever bias has been assumed in the error
distributions are used to provide a plausible true
dose distribution. The LSS extended popu-
lation® consists of 60,482 survivors in Hiroshima
and 19,374 survivors in Nagasaki. If zj ... z,
designate the estimated doses for subjects in
this population, the true dose distribution is
assumed to be given by the empirical distri-
bution of d;=z;/e (i=1, ... N) where w is the
assumed value of the parameter of the log-
normal error distribution. Note that the k-th
noncentral moment of the estimated doses,
arising from this true dose distribution, will be
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wk gd-k =i——k g z.X which, unfortunately,
N i=1' N i=1!

is larger than the observed k-th- moment by a
factor- of wk®-k. That is, the higher order
moments of this estimated true dose distribution
are too large. As a way of partially correcting
for this problem, estimated doses z; exceeding
1,000 rad have been excluded in specifying the
true dose distribution (for a few results, z;
between 600 and 1,000rad have also been
excluded).

It remains to specify which dose estimates are
to be used for the z;. At the time of this report,
several aspects of the dose estimation process
are being reassessed, There is now considerable
evidence that the T65 dose estimates may need
to be meodified,>? particularly neutron dose
in Hiroshima. In addition, there are indications
that the Japanese house transmission factors
calculated for the T65 gamma dose may be too
large by a factor of about 1.6.° It is uncertain
how transmission factors for those in other
shielding situations may be altered. Thus there
is now no single dosimetry deemed best, but
rather several are being considered. For this
paper, air doses given by Kerr* have been used,
and T65 transmission factors have been applied
with the correction suggested by Marcum®” for
survivors in Japanese type houses. Only total
dose has been considered.

In this paper, estimated doses are used only as
a means of estimating a true dose distribution,
a process which is highly speculative at best.
It seems unlikely that the conclusions of this
paper would be greatly altered by a different
choice of dosimetry.

The distribution of dose as well as the mean and
variance are given in Table 1 for both Hiroshima
and Nagasaki. As was the practice in the most
recent LSS analysis,” doses have been rounded
to the nearest whole number. Thus the zero
category, where dose estimates are assumed fo
be error free, includes all doses estimated to be
less than 0.5 rad,
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*Marcum suggests that the average gamma transmission factor for those in ¢ Japanese type house should be
modified from 0.90 to 0.55 in Hiroshima and 0.81 to 0.50 in Nagasaki. Thus the correction consists of dividing
the gamma transmission factors by 0.90/0.55 (1.64) in Hiroshima and by 0.81{0.50 (1.62) in Nagasaki.
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TABLE 1 DISTRIBUTION OF PERSON-YEARS BY TOTAL DOSE FOR THE LIFE SPAN STUDY
COHORT IN HIROSHIMA AND NAGASAKI

®1 KR EHEORGAEMRERIHT 3 BRANOAESH

E‘:tszl E;I;l: Hiroshima Nagasaki
0 482136 116855
1-9 491937 202612
10-49 373086 85998
5099 70604 31220
100-199 315883 31273
200-299 12134 8540
300-399 3787 2319
400-599 2414 1464
600-999%* 910 1102
Total 1472890 481381
Mean 17.48 rad 28.08 rad
Standard Deviation 48.78 rad 72.62 rad

*Dose was calculated using air dose curves developed by Pace and Scott, Qak Ridge National Laboratory

and described by Kerr?

T65D transmission factors have been used with the correction suggested by

Marcum?® for those survivors in Japanese type houses.
Hitiz, HE Oak Ridge MR ® Pace & Scott L - THMEN, Kerr* Lk TH &S h A ERBEAMG

PRAVTEELA, BFREBRHEEVATERECOOTIE, Mareum® KXo TRMEENAITE & 17 - 4219654

BE#EmRERERER L.

**Dose exceeding 1,000 rad excluded (31 cases in Hiroshima and 35 in Nagasaki).

1,000rad EL E@#R 2 RES U 2 (B B31IH, H&35H).

RESULTS

General Impact of Error on Statistical Procedures,
Cochran'® has discussed several aspects of
measurement error including the impact of error
in a simple linear regression situation. Some of
his results may be extended to regression of
mortality or incidence data on dose as is
encountered in LSS. The effects of measurement
error include 1) distortion of the shape of the
dose-response curve, 2) bias in the estimated
regression coefficients, 3) increased variance and
other higher order moments of estimated
parameters and test statistics, and 4) decreased
power of various statistical tests. These effects
are discussed below. Then, later, the effect of
error on several specific procedures is evaluated.

One of the first points noted by Cochran!®
(originally attributed to Lindley™) is that a
linear dose-response relationship based on the
true doses does not ensure that the dose-response
relation based on the estimated doses will be
linear. As noted, one of the subjects discussed
by Jablon? was the impact of measurement error
on the shape of the dose-response curve. He did
this by determining a probable distribution of
true doses based on a given estimated dose, and

# R
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Pk, BGRAECEHLSNAERICHAT IS
F—yRIHRERF - yOERBICLEASRS L
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55, ChEOBEBCOVTFRIIRNE, 20K
2, #ForOREOFRIIATIHRLEOHE L FM
B
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(7313 Lindley™ iz ko Tiiieh b o) Ik, Ho
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then determining the mean value of these true
doses as a function of the estimated dose. The
function was not linear but rather exibited
downward curvature. :

Similar calculations for grouped doses were made
based on the model described earlier and the
results are shown in Table 2. For each dose
category j, the average estimated dose (sj), the
expected values of the true doses that could
have resulted in the estimated doses in category
j, E(d[)), and the square roots of the expected
values of the square of the true doses, [E(d? [))]%2,
are presented under the assumption that the
relative standard deviations {(¢) of the estimated
doses are 30% and 50%, respectively. In
estimating the true dose distribution, doses
exceeding 1,000rad were omitted and for the
results (in parentheses) doses between 600 and
1,000rad were also omitted. Details regarding
these calculations are given in the Appendix.
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TABLE 2 MEAN ESTIMATED DOSE, 5;, MEAN TRUE DOSE, E( i), AND ROOT MEAN TRUE DOSE
SQUARED, [E(d?j]”%, BY DOSE CATEGORY AND CITY, FOR ¢=30% AND 50%

£2 o=N%RUN%D: xNHEREFHRUMTHNTHEERREs;, BO
THGE E(d)) RUEOTHERD “ROFEHR (E(QU) ]S
Total dose 0=30% 0=50%
in rad (j) 5 E@lp [E(@?[)]% s E@li [E@?1)1*%
Hiroshima
0 1) 0 0 0 0 0 0
19 (2 33 35 4.6 3.3 39 5.6
1049 (3 221 22.1 25.1 222 22.1 26.6
50-99 4 69.3 67.1 71.4 69.2 63.0 72.1
100-199 (5) 138.1 131.6 140.0 137.9 118.5 1335
200-299 (6) 241.5 219.8 2292 . 241.7 187.6 (185) 206.5 (202)
300-399 (D) 342.5 2049 (292)* 307.8 (303) 343.2 2429 (234) 266.2 (252)
400-599 (8) 471.5 399.7 (372) 418.8 (384) 479.3 308.3 (281) 337.3 (299)
600+ ()] 786.8 591.0 (454) 612.1 (460) 851.9 438.1 (346) 471.4 (360)
Nagasaki
o 0 0 0 0 0 0
19 2) 3.6 3.7 4.7 34 3.7 5.0
1049 (3) 22.2 225 26.8 225 24.3 317
5099 (4) 72.5 77.2 81.8 71.5 78.4 873
100-19% (5) 139.6 135.2 142.1 139.7 126.2 138.1 (137)
200-299 (6) 240.1 209.9 219.0 241.4 181.9 (178) 200.6 (193)
300-399 (7) 342.0 290,7 (285) 306.5 (297) 342.9 238.3 (223) 266.3 (241)
400-599 (8) 480.6 4234 (374) 446.6 (387) 479.6 319.0 (272) 355.6 (292)
600+ (N 801.4 623.3 (462) 640.2 (469) 856.9 476.9 (346) 509.9 (362)

*Numbers in parentheses are based on a true dose distribution in which doses between 600 and 1,000+rad

are excluded.

FEEAORIMA L, 600rad »51,000rad LI b CORBEBEIL L SOUORR LT bO.
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The relationship between s and E(d}) is not
linear, and large doses are overestimated by a
considerable amount (in this respect results are
similar to those of Jablon). However, these
results are quite sensitive to assumptions made
about the true dose distribution as is evidenced
by the difference resulting from excluding doses
between 600rad and 1,000rad in formulating
the true dose distribution. Thus it is difficult to
gquantify the departure from linearity precisely.
Since the relationship of s and [E(d2[))[% is
also nonlinear, a quadratic response will also be
distorted.

If the true doseresponse curve is believed to be
linear, one would generally proceed by fitting
a linear function to the estimated doses. Thus
it is useful to evaluate the best linear fit to the
estimated doses under the assumption that
regression on the true doses is linear. Cochran'®
has shown that for simple linear repression, the
resulting regression coefficient will be biased
downward by a factor which is equal to the
ratio of Cov(z,d) and Var(z), This result can be
obtained by determining A and B to minimize
E[d-A-Bz]?
over the joint distribution of z and d. It is not
difficult to show that the required solutions are
A=E(d) — BE(z) and B=Cov(z,d)/Var(z).*

Although this expression, based on simple linear
regression, may not be exactly correct for
maximum likelihood estimation using more
complex models, evaluation of B should still
provide us with some idea of the magnitude
of the bias involved (Poisson regression is
considered later). Under the assumption that
g(z;ld;) are lognormal distributions with
parameter « (as defined earlier), we have
Cov(zd)** = w[E(d?)— E2(d)] while Var(z)=
w*E(d?) —w? E3(d) so that B=c ™ [(w? —DE(d® )/
Var(d)+1]™' where all expectations are taken
over the population. If the ratio E(d?)/Var(d)

where the expectation is taken .

sj & E(dj) LOMBIEHE TR 2 <, SERIIHY

BARIHEEEATVS(COHAIT>WTIE, R

Jablon DBE L EMPULTWS). LAL, 2hoD
HRi, BoBRaHEEMT 5 8E600rad » 51,000
rad ETCOBRERIIT I Eh 5 EL R
koTHRENTWELIR, HOBBSHII>VT
DREICEECAESHES DL, H1Z, BELS
DEB*FHCERT 2 LIRBTHE. 55 &
(E(d35) )% L olizb k@B 2 0e, “RHEE G
Bigd £ A WHARBIRIC S 3.

HogBRICHBEI rGE Th s LTAE, —BMI,
BN EERR M TROTENTS. 20
I, HOGRIIATARBFEETH L LW S
BEDOLEIZ, EERBICHTIRBOEHEES %
AT 32 L3 HERETH S, Cochran®™ 13, HHEE
BB 0IBE, BRICEBSASENEERS, Coviz.d)
EVar(z)DHERLIZELVWERTTHILE-TWVA
TEEFRLE. ZOERIL, E-A-B,)? 2 &P
T3LIARUBRBETAZLILE-THSNA.
EL, ZOBEETz BCdORBESHIZHETL
H#FHTHS. ROSEHFA=E(d)—BE(z) RV
B=Cov(z,d)/Var(z)*Ta b2t &m¥+ Ll
R & T 13 A e

HHEBBRBCETOAZORIE, FolikresL
FRWAERAHENRELUSESCE# TS LI
EA%4vd, BOFEIBIOBEIIDVTHRS »
DWB|EEIZERHAB(HEr v rEBIzo2T
HBT3). g (z]d) P17 24— 5 —w{BIZEH
BH)EETH MBERITTHI L0 SEED
Heil, Covizd) **=w(E(d?)—E2(d)}) k2¥b,
—H, Var(z)=w'E(d?})—’?E?(d) TH 5D T,
B=w™! ({w?—1)E(d?)/Var(d)+ 1) 1&%5.
IMEE, FOMEMLBERSKkIELTES
A, EE(A?) /Var{d) d4i2 1 ISR ITR L,

*If the regression includes empirical weights such as person-years, these weights would also be included in the

definition of Cov(z,d) and Var(z).
ZOBRBAFAFEO L) FEBNNGAMEEDL

B ZOEHS Covl(z,d) BU Var(2) DERIZEH 5.

**Ideglly sex, age at the time of the bomb (ATB), and other factors which are generally controlled for in analysis
should be considered in calculating the bias. However, this does not seem necessary since the dose distribution
for LSS extended subjects does not vary greatly by age and sex.

LIz, B0, Moy ro-rEh A, HBEREREZOBOBETIZoONT, RO EHET IS
CEETENETHS. L LEdWE, #aFERALHOBRRSMIFBRRTEILI-ThES(EBLT I LT

ZVOT, ThETHETHIEEHO 5.



is reasonably close to unity, this expression
can be approximated by > which can be
evaluated without making additional assumptions
about the true dose distributions. Recalling that
w=exp[02/2], for 0=30% the deflation factor
B will be about 0.87, while for 0=50%, this
factor will be about 0.69. These values do not
however take into account the commonly
applied practice of substituting the value 600rad
for doses which exceed this value. This practice
is evaluated later,

The deflation factor can also be evaluated for a
pure quadratic response on the true doses. In
this case it will be Cov(z?,d?)/Var(z?) which can
be shown to be approximately 2. This factor
will be about 0.58 for ¢=30% and 0.22 for
=50 %, being much farther from unity than for
a linear response.

Since most estimated parameters and test
statistics are functions of the estimated doses z,
and since, as noted -earlier, E(z}i‘lcli)=r,uk d}‘
(with w> 1), measurement error can be expected
to increase the variance and other higher order
moments of these parameters and statistics
resulting in less information for detecting effects
and discerning the shape of dose-response curves.
The extent to which this is true is not easy to
evaluate for any but the simplest of procedures
(it is especially difficult for procedures requiring
iterative calculations). An important point is
that because variance estimates (as well as
estimates of higher order moments) are generally
based on the estimated doses, the extra variance
due to measurement error is automatically
taken into account in the sense that the size of
various tests and the length of confidence
intervals are not distorted by underestimation of
the variance (or other higher order moments if
these are tequired), It should be emphasized
that this comment is based on the assumption
that measurement errors for different individuals
are independent of one another., Correlated
errors and bias are not adequately accounted for
in most analyses.

The bias and increased variance noted above
means that the presence of measurement error
will lead to some reduction in the power of
various procedures to detect effects. This loss
of power can be quantified for one procedure
which is commonly used to test for a relationship
of mortality or incidence data with exposure.
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ZORE 0 TERTES. 20 e i, HOoKR
2L TEEEEEE» 2 TLHETE 5.
w=explc?/2)ThH AT EEERHEHIIEL E, 0=
0% CIHINHE IR BIEH0.87TH , o=50%TlE
ZOEMITHN0E A B, LALAENS, ZTHED
iz, 600rad #3822 HE5600rad TESHRA D
ruI3EL{AvSATWRREEERICARTVE
V. ZOHFECHLTIHRICHEDNET 5.

IR, BEofARIIHT 38 TRREIIOWT
LEMETE S, ZOMAEMIECov(22,d%) /Var (22)
kan, Thith e i 5. ZOFEBE o~=30%
DEEHOLET, o=%0EE0.22TH35. it
i3, BEREOHEEVL L LTV 3.

HEAFOEEN T A—y —BURERIRIHEE
GR:OBHETHY, MBOHEIL, E(zkd,)=
w¥dt (> 1) TH 30T, BIEREY, /S$74—
y—RUHEHEOFEREVII 2 0o RHEE L
wmins, z0ER ¥E:HRLL, RARGMHER
OEFREFHET 200 HE e 23EEhN
5. cRHPYUTREZIESE, KUEMEFEIUMN
TRFMAFEZTEW (REFH L E LT3 FE
DBEIFIEETHS ). EELHLE, S (X
DIEBELLLD), BLTEERR IETBTWV 3
0T, BsOREOHEKER VEREMO & =
S (i, BETHRIEREO EAIEE) 0R/FFE
REoTWHADI iR Ve n ) BT, AIERE
REZRAOHHPETMCIERENSIENIZ L
ThiE. ZTORE, RE34BE0MEREN
BEWILEILTWEEIRELZETVTVWS L)
e RBETRETHL. BEALORY TR, HE
b AMELRERDIIEGCEREER TV .

ERLARDEUCSHOBME, MERZOFESN
REgmtobofe0FEORE AOED EEL
THAILWIZEEFE®RT S, FEUREHLRE
REREHBEOMEC2WTRET ABREHY
ERT&A—20FHEL VT, 2oREHO#EE
ERIETE S, Cox HANF—FEF L SES
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This procedure, which can be derived from Cox’s
proportional hazards model, is described in
detail in the Appendix. Here, we note that if
the actual doses are replaced with scores for
exposure groups, it is very similar to the test for
linear trend that has been applied in many
analyses of the LSS data.®'®> As shown in the
Appendix the asymptotic relative efficiency
(ARE)* of this procedure using estimated doses
subject to measurement error relative to its
efficiency if the true doses were known and used
is approximately w % which is 0.91 for 0=0.30
and 0.78 for 0=0.50.

Evaluation of Several Specific Procedures. The
results of the previous section indicate in very
general terms some ways in which simply treating
estimated doses as error free might affect
analyses. Most analyses of the L85 data,
however, have included some modification of
this procedure. Nearly all analyses have substi-
tuted the value 600rad for estimated doses
which exceed this value, and many analyses
have grouped observations in various ways. Itis
the aim here to evaluate the relative merits of
several such procedures in the presence of error.
These procedures are described briefly below; a
detailed description of the methods used to
evaluate these procedures is given in the
Appendix.

1. Optimal procedure bassd on ungrouped
data. This procedure, in which the gz; are
replaced by E{(dlz;)), is described in the
Appendix., Here, it is used as the standard
against which other procedures are compared.
That is, ARE values are given relative to this
procedure.

2. Optimal procedure based on grouped data.
Observations ate grouped into the exposure
categories 0, 1-9, 1049, 50-99, 100-199,
200-299, 300-399, and 400+rad with E(d[})
substituted for the individual E(dfz;). These
dose categories have been used in recent
analyses of LSS data.

N3 ZOHEII2WTIE, FHICEOFEMERAL.
ZZC, ERORBIUBROFMELIEIBRIL
BE, RAaBERBEV P OSSO LIEHL L
BEERORELEECLRULTWAILIIEE
TE5 HFGURLALIIC, HOoOBEIHHELT
Bh, FRhHPAVERABE OSBRI L THERSE
PELDHESERZAVE ZOFBROBEHNRE
(ARE)*ld, $&F &2 THY, Z#id 0=0.300
L %0.9], c=0.500& &0.BTH 5.

OrOBREOHFEOFE. WRoHRE, RE
FhrwboL L THESRR S BMIZRETIZLT
BT MBS L 38> r0FEE RN IR
L. LidLads, BaEEEROEEA L ORI
ik, COFBEOMEIPOEEEZEARLOTH S,
BELAFTRTOBEFICHVWT, 600rad 28X 5
HEHEREIZO600rad TH ERZI SN TWE. T/,
ECORBTE, O HETHELERIT LT
N3, LT, MEFSIBED, chnoHOd
OFEofAdnefNEERET I L 2 HNET 5.
chsofFEiionwt, TR IIAR~L. Z4h
50FEOFE A AFEICHT 3T
AL .

1. RpdLavgiuds aEhs o, %
E(dlz)) B sRIZZOFHIOOTIEHE
CHANE. 2T, COHEE, TOMOHE
LEHBT 2-b0EMEL LTHwS. T4b5,
COFHE LT, WEESGROEERT.

2. R4 LARE ST RESE. BAD
E(dlz)@fth it EMj) 2 Aw THBRH %
0, 1—9, 10—49, 50—99, 100—199, 200 —
299, 300—399, 400rad Bl LB B 5 1 T 5.
ZhoOBAERKML, BaHEEDCREDENIC
Awsh{Twa.

*The interpretation of ARE is as follows. If the ARE of procedure 1 relative to procedure 2 is 91%, then the
power using procedure 1 is roughly that which would be obtained using procedure 2 with the sample size reduced
by the fuctor 91%. This interpretation is oversimplified but should be adequate for understanding the results
presented here {see Appendix and Kendall & Stuart!? for additional discussion of ARE).
WEAMDEROBEERROLENTHE. FE2Z T 52HE1OETHADENN%251E, FkizHwe
rro b, Bhkokss20%nEACHLEEA R 2RI ARBAERTE-HTE. 20
HRMEHBELBETWLN, CIERLASFOEBCRETNCH S ) (FEHAADEQF IIHNE RITIZo0T

i3, {f83% U Kendall & Stuart™ 2 BB H ).



3. Procedure based on observed ungrouped
data, This procedure, in which individual
estimated dose is analyzed and treated as error
free, is the procedure considered in the
previous section.

4, Procedure based on observed ungrouped
data with 600rad truncation. This procedure
is the same as procedure 3 except that
the value 600rad is substituted for doses
exceeding this value.

5. Procedure based on observed grouped data.
This procedure is like procedure 2 except
that E(d[j) is replaced by the average esti-
mated dose in the category. In calculating the
score for the 400+rad group, the 600rad
truncation procedure has been applied as in 4.
This method might be thought of as the
standard treatment of doses since it has been
so extensively used.

6. Procedure based on a comparison of
100+rad and Orad. This procedure is similar
to procedure 5 but with just two categories.

7. Procedure based on observed doses less
than 200 rad. Excluding very large estimated
doses is one option that might be considered
for mitigating the effects of error. The
procedure is also of interest from the stand-
point of direct evaluation of effects at low
levels.

In Tables 3 and 4 the deflation factors for linear
estimates and ARE values relative to the optimal
procedure 1 above are presented for the proce-
dures noted using the model described in the
Appendix. Values of ¢ are 0% (no error), 30 %,
and 50 %; doses exceeding 1,000 rad are exciuded
in defining the true dose distribution. Results
are presented separately for Hiroshima and
Nagasaki.

The deflation factors for the regression coeffi-
cient for an additive linear model are presented
in Table 3. Confidence limits will be reduced by
approximately the same coefficient. These
factors are based on simple linear regression.
Since their values may be modified by more
complex estimation schemes, they are of interest
primarily for comparing various procedures.
Deflation factors resulting from maximum
likelihood estimation are discussed below.
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3. BEShERS L 2 wEBNEIFE.
BANEERBIIRE 2L OL L TEM
ah, Bz h ZOHEL, METHRELE
HETH 5.

4. 600rad CI LW ABEIHEAEFILE
WEEHIET { i 600rad ® &2 3 %600
rad CEERZZLUMN ZOFBREIIQOHEERL
FALCtHs.

5. EmshARG T LAER IR I FE
E(di) *ESEBHOPHHERRBEYRL S
Llshiz, coHBEEIAERZLALTHS. 400
rad ML EBE ) SE{H 48 % B -5 508, 600rad T
o5& 40HE ERABIERE R L.
COHFBEREBEDLTEBRCIAVCLSATWEDT,
GROBENDAEERLL 2 ENS,

6. 100rad Ll L& Orad @ Hod Iz 860 < Fik.
COHFBE_2OKFOAEET SR
HESLRALTHS.

7. 200rad ITOBRERBIIRTHE. ED
TRVERESRBRZRFT I L, REORE
PRETAIADEELLRBI D OHET
b2, COFHEEZ, BL NIt 23BED
EEAFEORA, S LBRRECLDOTH S,

FIRV AL EROEFELLO2WT, 1 OEE
Fik e L 2 SR R UMSE M E OE O
IS E R BB REEFLERCTRL . 0O
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rad LEOBEEG, KOoBRSHEED 2B28
BIML 2. 5B - BEORRIER 2 12T L 4.

HINMWREEASVOEBFREICH T 2 EREE
FICARLL. FEEFL, BERCERICEST
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WA, ZThsOEE, KNEELEEFEILEST
BEEshsrE Lhtvoe, ZiBrohE:
B BRIz SER G, RAHEE 1T L SANEEEREC
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TABLE 3A DEFLATION FACTORS* FOR SEVERAL PROCEDURES FOR g=0%, 30%, AND 50%
BY CITY (SEE TEXT FOR A COMPLETE DESCRIPTION OF THE PROCEDURES})

HIA o=0%, 30%, 50%DE ENHorDHEIIO VT DM GE R *
(CoFReogfAz VW TIRETERR)

Hiroshima Nagasaki
Procedurs
0=0% 6=30% 0=50% 0=0% 0=30% 0=50%
1. Optimal, ungrouped data 1.000 1.000 1.000 1.000 1.000 1.000
2. Optimal, grouped data 1.000 1.000 1.000 1.000 1.000 1.000
3. Observed ungrouped doses 1.000 0.863 0.666 1.000 0.860 0.662
4, Observed ungrouped doses with 1.026 0.912 0.753 1.040 0.931 0.771
600 rad truncation

5. Observed grouped doses 1.022 0.908 0.751 1.034 0.927 0.768
6. Comparison of 100+ rad and O rad 1.011 0.918 0.780 1.015 0.929 0.800
7. Observed doses <200 rad

Ungrouped 1.000 0.962 0.875 1.000 0.988 0.939

Grouped 1.000 0.958 0.8378 1.000 0.988 0.945

*The deflation factor B is, | defined as thg\ factor by which the regression coefficient will be biased
downward. That is, E(ﬁ) =Bg where § and g are the respective estimated and true regression
coefficients. )

WHEHEBIE, BREEFTHIRAERELTERENS. T2bs, § RUS S, Fhih, EEER

EEEUNOEBESO L E, E(B)=BETh 3.

TABLE 3B DEFLATION FACTORS* FOR PROCEDURES 3 AND 4 WITH DOSES EXCEEDING
600 RAD EXCLUDED FROM THE TRUE DOSE DISTRIBUTION
#3B HOBEAAH 5600rad L EOBBEERINLALEDHFHEIR T4

SuT OIRFERE "

Hiroshima Nagasaki
Procedure
0=0% 0=30% 0=50% 0=0% 0=30% O0=50%
3. Observed ungrouped doses 1.000 0.862 0.663 1.000 0.858 0.657
4, Observed ungrouped doses 1.000 0.830 0.718 1.000 0.877 0.771

with 600 rad truncation

*See Table 3A. %34 % BM.

TABLE 4 ASYMPTOTIC RELATIVE EFFICIENCY (ARE) FOR SEVERAL PROCEDURES FOR
0=0%, 30%, AND 50% BY CITY (GIVEN RELATIVE TO THE PROCEDURE 1}

B4 o=0%, 30%, 0%k 5OEDHOFHE LT 3T O #OE FHx 23
: (FEllwTas0) '

Hiroshima Nagasaki
Procedure
o=0% 0=30% 0=50% 0=0% 0=30% 0=50%
1. Optimal, ungrouped data 1.000 1.000 1.000 1.000 1.000 1.000
2. Optimal, grouped data 0.964 0.954 0.955 0.968 0.959 0.956
3. Observed ungrouped doses 1.000 0.989 0.941 1.000 0.985 0.928
4. QObserved ungrouped doses with 0.992 0.995 0.981 0.989 0.991 0.970
600 rad truncation

5. Observed grouped doses 0.949 0952  0.941 0.949 0.955 0.936
6. Comparison of 100+ rad and Grad 0.643 0.665 0.683 0.561 0.591 0.624

7. Observed doses <200 rad
Ungrouped 0.338 0.368 0.400 0.301 0.320  0.370
Grouped 0.307 0339 0.371 0.291 0.320 0.352
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It can be seen that the practice of 600rad
truncation (procedures 4-6) definitely reduces
bias in the presence of error. Of course in the
unlikely event of no measurement error (0=0}
this practice results in slight overestimation of
the regression coefficient. The degree of
reduction or bias resulting from this procedure
may, however, be fairly dependent upon the
assumptions that are made about the true dose
distribution. In Table 3B, results are given in
which the assumed true dose distribution was
restricted to doses less than 600rad. In this
case, the 600rad truncation practice still reduces
bias but not to the degree indicated in Table 3A
in which only doses exceeding 1,000rad were
excluded from the true dose distribution.

Of the procedures considered here, the practice
of restricting the analysis to estimated doses
less than 200 rad results in the least bias. From
Table 2, it is seen that it is the largest doses
which are most distorted by error. The 600 rad
truncation practice helps to remove some of this
distortion while restricting the analysis to lower
doses helps even more. It is probably true that
such practices will also bring about less distortion
in the shape of the dose-response curve,

In Table 4, the ARE values of the procedures
noted above for testing the null hypothesis of
no effect are presented relative to the optimal
procedure. The ARE values for procedures
2-5 are all very close to unity. That is the power
of all of these procedures is close to the optimal
procedure. Procedure 6, however, does result
in some reduction in power; however, this
procedure is most commonly used as a simple
method for presenting results and is generally
supplemented by other more powerful tests.
Unfortunately, procedure 7, which serves fo
remove much of the bias, also results in sub-
stantial reduction in power. This finding
probably means that estimates resulting from this
procedure will have substantially larger standard
errors than estimates based on the full data set,

As a supplement to the ARE calculations given in
Table 4, power curves for detecting radiation-
induced leukemia and stomach cancer were
calculated. The power for procedures 1-5 never
differed by more than 1% or 2%. However, the
power curve for procedure 7 (in which doses
exceeding 200rad were excluded) differed from
the power curve for procedure 1 (optimal) by

13
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a maximum of over 22% for leukemia and a
maximum of over 33% for stomach cancer.
These maximum differences were fairly inde-
pendent of city and the value of &,

Some Additional Results on Bias. In calculating
the deflation factors in Table 3 observations
were weighted only by person-years, whereas
maximum likelihood estimates are generally
based on more complex weighting schemes,
For example, if it is assumed that the number
of deaths from a particular cause follows a
Poisson distribution, the likelihood equations
utilize weights which are the inverse of the linear
function to be estimated. Since this linear
function includes the estimated dose z, larger
doses are given less weight than smaller doses,
and thus this procedure can be expected to
reduce the bias found in an unweighted scheme.
The extent of this reduction will depend on
the relative contribution of dose in the linear
function which is used for the weight. That is,
the reduction will be greatest when the radiation-
induced deaths comprise a larger proportion of
the total deaths.

In an attempt to evaluate the bias with the use
of maximum likelihood estimation (with Poisson
weights), linear functions have been fit for
leukemia, all cancer except leukemia, and
stomach cancer. For these fits, which are based
on the observed-expected dose group averages
given in Table 2, the independent variable is
p times the observed score s; while the dependent
variable is the number of deaths expected based
on the average true doses, given by a+fE(d[).
The Poisson likelihood function to be maximized
for these fits is given by

2% EF, BETB%LEDELRYESE. ZA5D
HAEE, TR UVcEL T L-ED
Thad.

RHCEAT 8O OHEBRNER. Z30REEY
EERT AR, BRHERAFIE->TOAMER%
Ezshis, mLMEBEE I, LOHES
MBEHFHECHSOTWE, Hid, s2HENEE
IR BFCEAFRT V> HfHICHEI & T, LE
ARG, #ESIRIHERSOFHTH HMEM
EFAVS. IOREBHEIEEER 28007,
mEEEERAEEVbPoNE#EEELS N, LE
HoT, ZOHEY, ME*E2EvHEIEITS
ROAMANSECIZLHFMBETES. ZOBIDRERE
2, MEMZACSh 2HBBHBEISTIEED
HEMESIIRETS. Tabb, BEEHERE
REHFERECORLBF L2 a3 LE, IOHEME
BhkEE 3.

BAHEE (X7V yMEEZ2BVI)2BYTEY &
FET 5B 5T, ALK, AMELDS OS8R
BRcBEESsSTEdA B2IIRLANE-
HEFHRBRTHIXT IR S0ESOHE, M
EHFREABEs; 08 ETHY, —FH, EBREHR
HEEMsEORRIEIT(HEFECHTH - T,
a+PE(d) TRENS. Zhi0BATRAILEN
BRT VY EEMEL,

L= [[e-nj(A+Bﬁsj)[A+Bﬁsj]a+.BE(dIi) ,

where nj is the number of person-years in dose
category j, o is the spontaneous death rate, f§ is
the assumed radiation effect, s; and E(d]j) are
as defined in Table 2, and A and B are the
parameters to be evaluated. Note that the
expression a+BE(dlj), the expecied number of
deaths, replaces the usual observed number of
deaths that would be used in an actual estimation
situation. Note also that it is the deflation factor
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B which is evaluated rather than the coefficient
of s; given by BB. The spontaneous rates o were
taken to be the annual death rates for the Orad
dose group calculated for the period 1 October
1950 to 1 January 1979. For leukemia, these
estimates are 68/10%/year in Hiroshima and
34/10% /year in Nagasaki; for all cancers except
leukemia they are 2,400/10°%/year and 1,800/
10%/year in the two respective cities, and for
stomach cancer they are 970/10%/year and
610/10% /year. Because the Nagasaki leukemia
rate is based on only four deaths and because
the estimated leukemia rate for Hiroshima is
considerably higher than national statistics would
indicate, both estimated rates (34 and 68/10%/
year) were utilized for both cities and are
referred to as low and high leukemia, respectively.
No attempt was made to consider age and sex
in these fits. Values of § were selected to cover
the probable range of actual estimates as indi-
cated by previous analyses of LSS data, Calcu-
lations were carried out using the computer
package GLIM,"

The deflation factors B obtained from these
fits are given in Table 5. In all cases these factors
are closer to unity than the deflation factors
presented in Table 3, particularly for the
leukemia fits. Thus it seems that the factors
presented in Table 3 can be considered as a lower
bound on B, or the worst possible bias that
might occur with a linear model, The factors
presented in Table 5 decrease with o and increase
with f; that is, they are closest to unity when
Bfz comprises a greater proportion of the total
weight A + Bfiz. Note that for all cancer except
leukemia and small 3, the deflation factors are
very similar to those given in Table 3, since in
this case the dose portion of the weight is
relatively unimportant.

As one further way of evaluating the impact of
error on maximum likelihood estimation, fits of
the actual mortality data (as the dependent
variable ) were used to compare the use of g;
with the use of E{d[i}(optimal treatment) as the
independent variable, In this case linear, linear-
quadratic, and quadratic models were fit to the
mortality data for leukemia, all cancer except
leukemia, and stomach cancer. For the models
containing quadratic terms, the use of s;° was
compared with the optimal E(d* [j).
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TABLE 5 DEFLATION FACTORS* FOR WEIGHTED POISSON REGRESSION FOR 0=30% AND 50% BY CITY
£5 ¢=30%, 50%0 L =OHBHNMERT v ERIEGRE *

Hirothima Cause of Death Nagasaki Cause of Death
Leukemia Leukemia A]ii?;‘éer Stomach Leukemia Leukemia Agxizg:er Stomach
{Low) (High) Leukemia Cancer (Low) (High) Leukemia Cancer
0=30% .

Without 600 rad truncation
gx10%=0.5 0.514 0.904 0.870 0.874 0.919 0.908 0.873 0.879
1.0 0.922 0914 0.873 0.879 0.928 0.919 0.876 0.886
2.0 0.930 0.922 0877 0.887 0.935 0.928 0.382 0.896
4.0 0.936 0.930 0.884 0.896 0.940 0.934 0.890 0.906
8.0 0.941 0.936 0.893 0.806 0.944 0.940 0.900 0.517
16.0 0.945 0.941 0.903 0915 0.947 0.944 0.911 0.926

With 600 rad truncation
Bx106 =0.5 0.931 0.925 0.912 0.913 0.945 0.940 0.931 0.931
1.0 0.937 0.931 0.913 0.914 0.951 0.945 0.931 0.932
2.0 0.942 0.937 0.914 0.917 0.955 0951 0.931 0.934
4.0 0.947 0.942 0.916 0.921 0.959 0.955 0.933 0.939
8.0 0.951 0.947 0.920 0.926 0.962 0.959 0.936 0.944
16.0 0.955 0.951 0.924 0.932 0.964 0.962 0.941 0.950
g=50%

Without 600 rad truncation
Bx10%=0.5 0.775 0.754 0.685 0.692 0.789 0.765 0.695 _  0.707
1.0 0.795 0.775 0.690 0.702 0.810 - 0.789 0.702 0.720
2.0 0.812 0.795 0.699 0.717 0.827 0.810 0.712 0.739
4.0 0.827 02812 0.712 0.736 0.841 0.827 0.728 0.761
8.0 0.840 0.827 0.730 0.757 0.851 0.841 0.748 0.785
16.0 0.850 0.840 0.751 0.778 0.859 0.851 0.772 0.806

With 600 rad truncation

ﬁX106=0.5 0.805 0.791 0.755 0.758 0.828 0.812 0.774 0.779
1.0 0.821 0.805 0.757 0.762 0.845 0.828 0.776 0.785
2.0 0.835 0.821 0.760 0.769 0.859 0.845 0.781 0.795
4.0 0.848 0.835 0.767 0.780 0.870 0.859 0.789 0.809
8.0 0.858 0.848 0.776 - 0.793 0.879 0.870 0.801 0.825
16.0 0.868 0.858 0.789 0.808 0.886 0.879 0.816 0.842

*The deflation factor B is defined as the factor by which the regression coefficient will be biased downward. That
is, E(®=Bﬁ where ﬁ\and @ are the 1espective estimated and true regression coefficients.
EEEBIE, BRERATAEMBE 2REREFE. T4hs, FRUEFH, ThTh, HEEAEEECHORBEY
nkE, E(A)=BATH3.

For the linear fits, the ratios of the estimates BREENRE, s; B TEsALBER:
obtained using s; to the estimate obtained using E(dlj) #HWTES ALBEROBES KRLA

E(d}j) was generally very close to the comparable s 1~ B e e e
deflation factor given in Table 5. Deflation LERoR@RECEET mﬁa@/-c,ﬁ;& of =K
factors for quadratic fits were generally farther BWEOUMMEEHIE, BLT, SEESOBEELL

from unity than for linear fits. In most cases, Litko®A ol Sj(&d si?) X E(Ai AT
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the best fitting model was the same whether
s; (and s?) or Eld[j] (and E[d2{j]) were used.
However, for the leukemia fits, the quadratic
term (with the linear-quadratic fit) was much
closer to statistical significance with the optimal
method than when the s; were used. In one
instance (Hiroshima with ¢=50%), the normal
test statistic for the quadratic term in the linear-
quadratic model was 1.68 with the optimal
method, but was very close to zero with the use
of s;. This suggests that one effect of error may
be an increased probability of mistaking a linear-
quadratic function for a linear one.

DISCUSSION

If testing for radiation effects is the primary
goal of an analysis, one probably does not need
to worry too much about measurement error.
Most teasonable treatments of the full data set
(including treating doses as error free, truncation
at 600rad, and grouping doses into several
categories) will result in power that is close to
optimal. This does not mean that no power is
lost because of the presence of error, but rather
that these commonly applied procedures do
nearly as well as the optimal analysis based on
full knowledge of the errcr structure.

The main ways that dose measurement error
can mislead are through downward bias in
estimated repression coefficients and through
distortion of the shape of the dose-response
curve. However, estimation procedures which
utilize weights that are related to the size of the
dose will tend to reduce these distorting effects.
Also practices such as truncating doses at 600 rad
and restricting analysis to smaller and betier
dose estimates will reduce bias (the latter
practice will of course also reduce power and
estimating efficiency). Finally, it should be
noted that if the standard errors of the estimates
are very large, or if there are large systematic
biases in the measured doses, moderate bias
due to the random (or unsystematic) errors
considered here may not be too important.

We have seen that excluding larger estimated
doses in the analyses serves to reduce bias, but
also results in a substantial reduction in power.
This suggests that for the purpose of testing for
effects, the full data set should be used, but for
estimating parameters and investigating the
nature of the doseresponse relationship, it may
be desirable to conduct supplementary analyses
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in which large doses are excluded. If resulis
differ greatly from those obtained using the
full data set, this may be an indication that
measurement error is distorting results, However,
differing results could also resuit from a non-
linear dose-response relationship, from various
systematic biases, or simply from sampling
variation.

A point related to the above discussion is that
because some doses in the LSS data are thought
to be estimated more reliably than others,
analyses have sometimes been restricted to
subjects with such doses. For example, analyses
have been conducted on persons in Japanese
type houses or on those whose dose estimates
are judged by certain criteria to be Class 1!
Calculations have been carried out to examine
the relative merits of restricting analyses to these
groups under the assumption that remaining
subjects have larger dose measurement errotrs.
These calculations (not shown) indicate that
power is not reduced by including the full
population, but that the inclusion of subjects
with large dose measurement errors can certainly
increase bias and possibly distort the shape of
the dose-response curve, Unfortunately quantifi-
cation of these effects depends heavily upon
facts unknown. The only recommendation that
can be made is similar to that made previously,
that is, for estimating parameters and investi-
gating the shape of the dose-response relation-
ship, it is probably desirable to perform some
analyses on those segments of the population
thought to have the most accurately estimated
dose,

Some additional words regarding the relative
merits of grouping and not grouping exposure
data may be in order, Most analyses of the LSS
data have been based on grouped data largely
for practical reasons. Even though modemn
computers now provide the option of analyzing
ungrouped doses, grouped data may still afford
greater flexibility for extensive exploration of
the data set. In addition, since the average dose
for a group is more stable than individual doses,
it might appear that grouping doses would offer
some advantage when doses are subject to
measurement error. Thus the very similar
deflation factors and ARE values for procedures
4 and 5, as well as for procedures 1 and 2, may
surprise some readers.
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The explanation for this result is that unless the
dose categories are very broad, many persons
will be misclassified in the presence of measure-
ment error. This is illustrated in Table 6 in
which the probability of falling into each of the
standard categories is given for several true doses
d (taken to be the means of the various exposure
categories). In tests and estimates based on
grouped data, a given true dose can result in
several possible exposure scores. Thus the
continuous lognormal error distribution is
replaced by a discrete error distribution. The
variance of this discrete distribution is not

necessarily smaller than that of the original

continuous distribution. If, on the other hand,
the dose categories are very broad, grouping
doses results in what can be regarded as an
additional source of error in that the average
for a category replaces the actual observed dose.
.This can result in loss of power as with procedure
6, but does not seem to be a problem with the
standard groupings used for procedures 2 and 5.
In summaty, the choice between analyses using
the standard (or finer) groupings and analyses
" using ungrouped data must be based on consider-
ations other than the impact of measurement
error.
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TABLE 6 PROBARILITIES OF VARIQUS OBSERVED CATEGORIES GIVEN TRUE DOSE d
FOR 0=30% AND 50%

#6 o=30%, N%DLEOHEOERJLEHIBLOYUERFORER
True Observed Category
Category
(rad) Mean d 19 1049 50-99 100-199 200-299 300-399 400+
0=30%

19 3 1.000 - - - - - -
10-49 22 0.004 0.993 0.003 - - - -
5099 70 - 0.128 0.7152 0.120 - - -

100-199 138 - - 0.141 0.751 0.104 0.005 -

200-299 239 - - 0.002 0.273 0.500 0.182 0.044

300-399 343 - - - 0.036 0.292 0.368 0.303

400+ 563 - - - - 0.018 0.110 0.872
0=50%

19 3 0.985 0.016 - - - - -
1049 22 0.057 0.892 0.049 - - - -
5099 70 - 0.248 0.512 0.222 0.016 0.002 -

100-199 138 - 0.021 0.238 0.511 0.169 0.044 0.017
200-299 239 - 0.001 0.046 0.319 0.315 0.174 0.152
300-399 343 - - 0.007 0.134 0.254 0.226 0.379
400+ 563 - - - 0.019 0.085 0.143 0.752
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Results of this investigation have been limited
for the most part to consideration of a dose-
response function which is linear on total dose.
It can however be expected that evaluation of
quadratic effects will be even more seriously
distorted than linear ones since errors will be
exaggerated when doses are squared. Excluding
higher doses would undoubtedly reduce this
bias, but the resulting reduction in power for
detecting quadratic effects would probably be
even greater than that found for linear effects.
If measurement errors are large, the potential
for detecting and estimating quadratic effects
may be quite limited. Further work is needed
to assess the effect of error on nonlinear
functions.

Additional work is also needed using a model in
which the effects of errors in both gamma and
neutron doses are considered. Since many of
the measurements required (i.e., distance from
the hypocenter and shielding information) are
the same for the calculation of both gamma and
neutron doses, it can be expected that the
measurement errors for the two radiation types
will be highly correlated. Further investigation is
required to determine the manner in which
these correlated errors will affect the resulting
regression coefficients as well as estimates of the
relative biological effectiveness of neutromns to
gamma doses.

Even in the relatively simple situation in which
the dose-response function is assumed to be
linear on total dose, it has not been possible to
achieve definitive answers to many questions of
interest. This is largely due to the fact that
results are dependent on the error distributions
as well as the true dose distributions, both of
which are unknown. The conclusions of this
paper are also limited in that the criteria used
for evaluating procedures probably do not fully
account for the fact that it is not uncommon
for one or two observations at large doses to
greatly affect statistical procedures. To investi-
- gate the effect of measurement error om single
influential cases, a Monte Carlo type investigation
would probably be required.

In spite of the limitations noted above, it is
possible to make some general recommendations,
First, the widely applied practice of truncating
doses at 600rad appears to be a desirable one
which should be continued. Secondly, since
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the effects of error on analysis of grouped and
ungrouped doses are quite similar (providing the
grouping is at least as fine as that used in recent
analyses of the LS8 data), the decision as to
whether or not to group must be based on
considerations other than the impact of error.
Thirdly, it is probably desirable to conduct some
supplementary analyses which exclude larger
doses andfor doses thought to be subject to
greater measurement errors. Finally, it may be
desirable to conduct some analyses using the
optimal method making a variety of assumptions
about the error structure, Such analyses could
serve to give the investipator a general idea of
the possible impact of error on resulfs that have
been obtained.
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APPENDIX
i &
1. Notation 1. w/EH
As defined earlier we will let d; denote the true BB ERLALS I, 4 BHEREZI(i=1 N)
dose for persen i (i=1, ..., N) where the true B
DADHERY*RTLOLTE. b i, HORE

dose distributions are approximated as described
in the text, that is, by dividing the estimated
doses of LSS extended subjects by the assumed
bias w. In addition, z; will denote the estimated
dose for person i, and t; will denote the number
of years person i has been followed within the
period 1 October 1950 to 1 January 1979.
Finally x; will denote the dose that is used for a
particular procedure. For example, with the
600 rad truncation procedure, x;=z; for z;<600,
while x;=600 for z;=600. It is assumed that the
log z;, conditional on d;, follow normal distri-
butions with means log d; and variance 0.

"2. Moments of the Error Distributions for
Specific Procedures

It has been noted that in the presence of error,
the simple linear coefficient will be biased
downward. For a procedure based on the doses

xj, the deflation factor will be given by Cov(x,d)/

Var x. In this section, expressions for the
moments required to calculate these deflation
factors will be derived for several procedures.

We will later see that in order to calculate the
required quantities, it is necessary to evaluate
the probability (over the entire population}
that z lies in a particular range as well as the
expected values of d, z, dz, and z? conditional
‘on z lying in a certain range. This was done as
follows: The range of estimated doses was
divided into 70 intervals defined by the cut
points by, ..., by, ..., bge. These cutpoints
were chosen to include certain values that are
used in various procedures {(e.g., 10, 50, 100,
200, 300, 400, 600), and so that log bgy; —
log by was approximately 0.10., The estimated
dose associated with each interval was taken
to be its geometric midpoint. That is zg=
(bgbg4y )*2. For each interval, the quantities

logbgyy —log d;
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#}O.I0TH - HEMICEEL-HEESEIL,
FOBMBPETHI L SRAE TabS,
(bpbp) 5T H 5. HRMT, kol

zZ;~

log by — log d;
y_ p(logbe —log d;

N
g1 = 2 ;d [
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were calculated for k=0, 1, 2, where ®(y)
denotes the probability that a standard normal
variable exceeds y.* Note that Dg(0)/D.(9)
(where D.(0) =ZDg(0)) is the probability that
z is in the interval (bg, bg+) and can be thought
of as a discrete approximation to f(zg), the
density function for z. The Dp(*)/D.(®) provide
an approximation to the integrals over d of
d*f(zq, d) where f(z,d) denotes the joint density
of d and z. Quantities of the form E(d¥zK|
bg<z<bpsm) can then be approximated by

m—-R-1 f
T 2t D(k)

j=0 Q+j

Below, expressions for the required expec-
tations are given for the six procedures described
in the results section. For all procedures
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%, k=0,1, 212w THHB LA 2T, Ply)
i, BEERSH IR IBEE Ky LCRD
ﬁ&$&7r<r.*(n.‘°’=fznp‘°’a> & %)D,"/D. ™11,
2 HEM (by, bp ) ICABEEETHD, 2z DHESR
WM (2, CHTARMERTHSLEL SN
5. DSYD. %, dk(z,d) (zok s, f£(z,d)
Hdl e ORIBREREELRT)OdZHT SHY
NEWPEE2 3. R, E(d%2 b, S22b,,) O R
¥, LAadoT, ROXTEMNESL 3.

m-2-1

(k)
/ on Dgsj -

T, HBEOBTRNEROOFEIZOVT, HE
AFEORETRLE. TNTOFEIIENT, RO
wnEhB.

N N
E(d¥) = 2 tid; k/ig:lti.

Procedure 1: A more extensive discussion of the
optimal treatment of dose in the presence of
error seems in order since this topic has not
been treated in detail elsewhere.

Procedure 2: Calculations for this procedure
are similar to those for procedure 5 below
except that the quantities E(d|cj<z<cjs;) are
substituted for the s;.

Procedure 3: Here E(X)=E(d), E(dx)=wE(d?),
and E(x?)=¢*(d?) as discussed in the text.

Procedure 4: For this procedure, estimated
doses z; which exceed 600rad are replaced by
the value 600, Thus

Fl: BPEFGETHSREGORE L HEMNEC
Mt sMEc 2w TREMCMIBHhLILR
ZVOT, ANERELBREETILENFHSEED
ha.

FiE2: BE(de;<z<ep,) #s; FEERIS N
TwaShE, coFEcEiT 2R B TERENFES
LTS,

K3 AXTHENALLEII EHx)=EW),
E{(dx)=wE(dD RV E(xH)=a'(d*) &1 5.

Hikd: ZOFETH, 600rad ML EOHREHE
z, 13600rad CEEMLE. LAENF2T, KOR &
A,

E(x)=wE(d) — P(z>600) {E(z|z>600) — 600}

E(dx)=wE(d?) — P(z>600) {E(dz|z>600) — 600E(d|z>600}
E(x?)=w*E(d%) — P(z2600) {E(?|22600) — 600% }

*Since most analyses of cancer mortality and incidence weight observations by the number of years of follow-up
t; these weights were used in caleulating the moments required for the deflation factor and for power caleu-
lations, However, results with and without these weights are very similar.

MECERURESIBMTAEZLALFOBKCYE, REMCEHER:, TNMHA2ER2 30T, ZhoOMGME* BT,
IR EREUREAEA S EAMEEELZ. LAL, ChAsoNMBAREAVAERELHAVEVHEOERIEIED T
HLL Twa.

23



RERF TR 12-82

Procedure 5: For this grouped analysis, the
estimated doses z are replaced by the mean s; of
the group in which they fall. Let cq, ..., cy
designate the cutpoints for the droups; let p;=
P(cJ<z< ¢j+1) and s;=E(z|c;Szgcj4q) for j=0,

J—1 (¢g=0). For the highest dose group,
we have {providing ¢;< 600}):

HES: CoOREFFICLIBRTIE, HERL . &,
THhAFRTAHOTHEs, THEIRZ S, 61,
IR BBHORSHEEL, pj:P(ciézét‘.;“}RU:
5j=E{z|cj§ zéc]-“) #i=0,..., J— 1 (c,=0)
DEFRLETE. RERBEHTI, (=600
LEI)RORELS.

= {E(zley £2<600)P(cy < z<600) + 600P(z2600) }jP] where Py =P(z2c)).

7 L

Then E(x) = E pjsj,

Wiz,

I
E{dx) = .EopjsjE(dlcjg 22641 ),
i=

and E(x%) = E p_,s.J .
=0

i an

Procedure 6: This procedure is a special case of
procedure 3.

Procedure 7: For this procedure, the analysis is
restricted to those estimated doses which are less
than 200trad. Thus the required moments are
E(x)=E{(zlz<200), E(dx)=E{dz|z<200), and
E(x%)=E(z*|z<200). For the grouped analysis
restricted to less than 200 rad, required quantities
are calculated in a manner similar to procedure 5.

3. The Optimal Procedure for Treating Doses in
the Presence of Measurement Error

In this section, we consider the optimal treatment
of doses if full knowledge of the error structure
(i.e., the joint distribution of d and z) were
available. Let A;(t,d;) denote the hazard (instan-
taneous motrtality or incidence rate) for a partic-
ular event for individual i at time t, Qur goal is

to make inferences about this hazard or dose-
response¢ relationship based on the observed
doses z;.

Prentice® discusses the problem of making
inferences about A;(t,d;) based on A;{t,z;), which
is the hazard given the estimated dose z;. He
notes that meaningful inferences are possible
only if it is assumed that measurement errors are
independent of the occurrence of the event of
interest, an assumption which seems quite
reasonable for most analyses of the Japanese data.
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LA,
FHiE6: ZoFKiE, HERIOHEHNTHS.
HiET: ZOFHETIE, Firid, 200rad RO

WEBBICREENS. LiEdFoT, BRI,
E(x)= E(z|z<200) E (dx )= E(dzlz< 200) B Of
E(x?)=E(z?%z<200) &% 5. 200rad iz FRE

LAEES T 2BHR0BS, HELRE, HiES
CEHLEFBETEAENS.

3. AENEEFHI3B880ORESRVEE
AETIH, A2oEE(Ta b5, d&z0[[E

SAFICHWT IR FERSFEohBL0LELT,
ﬁﬂmﬁﬁm@uvwfﬁﬁfé.LUA)&
tEECETAMBEE OFECFRINT AEHE

(BMFECENIEER) LTS, B40KRBROBED

3, BERE:, tET0T, ZoRKREICRE
ﬁl"ﬁﬁ@{%! DWTHERITIZLETH 3.

Prentice® &, fEEHRE 2, 1T HTF 3 HF - F
Ltz ItETCA (Ld) iowToitEIc B+ 5
RS HIF L T0 5. Eoifc g, Wegs
FEEOFREOREICHEshZnEELILNS
BECOBEBLEENTES. TR, HEORH
DREELAYOBRFOLTCHED THEHIDLRETHS.



In general, the appropriate hazard function
based on z; will be a weighted average of the
hazards due fo all possible d; that could have
given rise to the observed zj, where the weights
are the probabilities (or densities) of each d;
occurring. More precisely,

Aglt,z)) = Sy (t,d;)£(d; [ z;)dd;

where f(d;|z;} is the density function of d; given
z;. Roughly f(d;|z;) can be thought of as the
probability that d; is the true dose that gave
rise to the observed dose z;. Prentice notes that
the specification of A(t,z;) should also fake
account of the fact that f(d;|z;) may depend on
time in that those with larger true doses will be
more likely to be removed through death.
However, this dependence on time is unlikely
to be important in the LSS data and will be
ignored in this paper.

For the case in which A;(t,d;) is a linear function,
equation (1) takes a particularly simple form,
namely, A(t,z;)=N(t) + BE(d;lz;) for an additive
linear model and
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BLT, z IcBE-I¢ES s Y- FEAHKE, 20
HEra-ohtBbhdF ST ITEBEINY-F
ONMBERB L2, Zo& s, MEBIEETS
d OFEE (X IHEFEE)THS. BELEREILER
i, KoRE%B.

(1

ZhEE, f(dlz, )z 2B d, OEREFREK
Thd. AKTHrHIZEZIE, f(dlz)id, d PEE
Bz 252 3HOBREEIHHELEIGNS.
Prentice |3, EOBEHSSVWEBREL, FECIZL-T
HEE,»SHNIBEFGVOT, Atz ) OIEE
DL, ((dlz ) PERICKET LW IEES
ERTNRETHLELIEHLTDS. LaL, ZORFH
AR, #aATZEARCREETCRVEEB LA,
LAHF-T, TR IIRLEVI & ET 5.

LA ) FREEETH 256, NDEFICEL
R LS ThbSL, BIEETFVTIRA, (t,2)=
AL () +AE(dlz,) THD, HEHEETFTNVTIRARD
REL B,

Atz ) =N [1 +BE(d;z;)]

for a multiplicative linear model, where A;(t)
denotes the “spontaneous” risk for person i at
time t. Thus for a linear model the optimal
treatment of doses in the presence of error is
to replace the z; by E{(dj|z;). E(djlz;) can be
thought of as a weighted average of all possible
true doses that could have resulted in the
observed dose z. Similarly, the optimal treat-
ment for a quadratic model is to replace z;% by
2 ‘
E(d;" [z).

Under the assumption of the model described in
the text, E(deZg) can be approximated by
Dg(k)/Dg(o) as defined earlier. It follows directly
from the definition of a conditional expectation
that E[E(d|z)] =E(d) and that E[dE(d|z)] =
E[E2(d|z)]. Thus there is no bias using this
procedure and the latter quantity can be
approximated by D.O )‘lgl(DQ(l)z/DQ(O)).
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IOEE, LR tHIFIIaREio"gR"
VAZERY. 0L, BEEFLOBS, B
PEETEL EOBROBEMAE T, 2, # E(dlz)
LEEHMISZETtHB. E(dlz) 3, HESRE
X VBATNTOROREOGNEL YL Z2 5
nad. B, ZREFVOLDOEBELEI,
z2,* % E(d%z,) L BERLEZETH A,

ALPEREEFLOEED S & T, E(d¥z,)
2, BICERLAL I 2D, YD,Y i koTEMY
TE3. Zhid, EE(d2))=E(d) RV EWE
(diz)]=E(E*{dIz)] v I L4 EHNEFOESR
HOEBERANILOTHE. LAENST,
COFEFRACEBAROIRES, BEORE
p, -t b2 (D, /D, ") itk CHEME NS
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4, Power Calculations

The power calculations in this paper are based
on a procedure which can be derived from
Cox’s proportional hazards model’® and which
serves as the basis for most of the standard
analyses which have been conducted on the LSS
data. This procedure can be described as
comparing the dose of subjects who have experi-
enced an event of interest (such as death froma
particular cause) with other subjects who were
at risk at the time the event occurred and who
were similar with respect to such variables as
sex, city, and age ATB, Let yu; (t) and o2 (1)
denote the mean and variance of the doses of
subjects similar to subject i and at risk at time ¢,
and let §;(t) be an indicator variable which is one
if subject i experiences the event of inferest at
time t and zero otherwise. Then the test statistic
can be written as

4. BHHOHEH

FHI- T 5HELN OEBIE, Cox Ay —F
EFLB LB hATELETOTEN, ID
FHER, BARAEERIHLTIThRTWAIZLA Y
DEERTIZE > TEFENFEELS. COHER,
FMBEORR(FECRREICLIFECHE) 228 -
MBREHEOBRE, TNEEHFIBELLRATIAY
FLoTHD, & BHRCHEBRNERL LOER
AEMLTVwITOhodREORLE : DLET
5. )RV {t) &, MBF i CHEMLLA,
tEECY AT DD HBEEOBRBOFEYR U FIY
FRTHOel, &) %, HRF It HFICHE
DHBZEEBVTEBEESLEEY, FOMRDESE0L
L AIEEHETSE. 0L E, BESKTRI,

N i
Y=3 Z§(t)x — w(t)]
i=1 t=1

where i indexes subjects, t indexes follow-up
time (in one-year intervals so that the sum is
over person-years), x; is the dose used for subject
i. In addition let

N
s2= 3 2 (Do),
i=1 t=1

Under the null hypothesis of no radiation effect,
it can be shown that asymptotically Y/s, will
have a standard normal distribution, Asdescribed
earlier the x; are the doses that are used in a
particular analysis. They might be the estimated
doses z;, the estimated doses with 600 rad
replacing doses which exceed 600rad, or scores
based on grouped data, In this latter case, the
procedure is similar to the Mantel® test for
linear trend, a test which has been used in many
analyses of the LSS data.

A normal approximation is used to evaluate
the power of procedures based on the statistic
Y/sy. If we let ug and 0 denote the respective
expectation and variance of Y/s, given a true
radiation effect f8, then the power of a one-tailed
test carried out at the « level is given approxi-
mately by ®{ys —pp)/og} where ®(y) denotes
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BEHFOBET2VLOL T 3WMBRFIIET T,
Y/s, HEGEMIZ, BEERSBERTILAARE
3. §idmNLI, x, BFEOEKICAVSAS
BETHD. BRI, HERRE 2, 600rad L
DHER%600rad TESEIAREGRIGIES T
LEEMCE-TFMETHES. COBREOHE,
ZOFHERIE, BEERIIHT S5 Mantel S BEEE
$ L TvA. Mantel i, BGTHEEDO L OB
CHWSRAMENETSH 3.

HAHEY/s, inlI FEOBRB DL ER/T 2 1~ 0,
EHREPEB 0D, pahtfor%d, ZhFhED
WA BEs I3 Y/ s, VlFL IR TLD
EFTAHE, @ LRNLTITHONR S FRIBEORLY A,
tuLt, Plly,—p)/otemEhas. 2o



the probability that a standard normal variable
exceeds y, and y,, is the (1 —¢) percentile of the
standard normat distribution; ie., ¥(y,)=a.
Thus, to evaluate power, we need expressions
for the mean and variance of the test statistic
Y/sy. These will be approximated by E(Y)j
[E(s ] ¥ and Var(Y)/E(syz) respectively.

In the derivations that follow, the .§;(t} are
treated as independent Poisson variables with
parameters A;(t) +fd;. This assumption is not
strictly valid since it does not take into account
the fact that the follow-up time is itself a random
variable, or that a given subject can experience
the event of interest only once. However,
provided the quantities A;{t) +f8x; are small,
results should not be seriously distorted.

In deriving E(Y) and Var(Y) it is assumed as
noted previously that the distribution of x;
given d; is independent of §;, and that measure-
ment errors for different individuals are uncor-
related. Error in the u; (other than bias) is
ignored since such error can be expected to be
small relative . to error in the individual x;.
Finally, it is assumed that the expected value
of p;(t) is independent of t; for simplicity we
substitute p;, the mean of the doses, weighted
by person-years t;, of subjects similar to subject
i with respect to city, sex, and age ATB.

It then follows that

N tj
E(Y)= ZE( Z §;(tDE(x
i=1 t=1

t:

1
where ¢; = Elhi(t) is the accumulated spontane-
1=

ous hazard for individual i. Next we have
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EE, Oly)l, HEFRIHCR BEERNFy &
HLalRERL, y, QESTEEIGO (1 —a)
BMIBTH 3. T4hb, ®ly)=a B3 IO
L3510, BREARRMT 2 20 0id, REKHER
Y/s, DFHRUMRO-DOREHLBEL TS, 2h5
i, 2hFh, E(Y)/(E(s,") )R Var (Y)/
E(s,?) CiEMlEh 5.

LDFoiae Tk 6, () i, A4 —5— 4, (t) + 54,
PHETABULAET Y VERLLTANSA
5, CORERBEILE>TR2Y L LOTEREVL,
EFhit, BMUHMZIAEEYEROERTLHS &
WIERE, HIvE, HIAREN, MEORSS
BBTXA30RIMRITHI L IEELTZER
LTWwEWRETHE. Lal, BA(t)+8k &
AMEHRE ERAEFCOADLAIZ LIS

E(Y)ERU Var(Y) 2FH+ 28, #idfiLakd iz,
d 2B TF5x OFHH 6, LRI THY, i 3
MBEERBICHTINMERZCHEMERIZVWLOL
T A, o tEGIRIUAOIARSZE, #HE
N CHEHIBAELREBLTHZVEELRINT,
EEITANLAEV. BRI, (1) 0BBFHEIEIZ LD
BREE2ZNALVWERETS. Biilct 52812,
B, EEUHBREERAHUL AMRED, AL

tickNNBEshARBEOEY, »2KbHIC
B,
Wz,
N
—M) = i=21 (e +Btid;) E(x; —4)
ERD, TOLE, &= 2al(m; MHEEiO

FMEBRNY—FTH 3. /XL.

N
VarY = _;ZIE[ESi(t)] ZE[x;—]% + B[ Z8;(1)] E? [x; — 4]

This expression can be approximated by the
first term alone provided the g; + fit;d; are small.
Finally we have

N
E] Var[ Z8;()] E[x;— ;1% + E* [ Z8;(t)] Varx;— 4]

N , N
Z (@t Bud)ECxi—w)” + Z (g +Bt;d;)” Var(x; — ).

L% 5. gt pud MhsithiE, TORE, B
DEHOHZTHERET E 3. HBHEIIROKX L5,

N 5 N
EGsy*)= Z EI glai(t)lﬁ(oi’) = 2 (e +B4)E(?).
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Because of the manner in which the LSS sample
was selected, the dose distributions do not vary
greatly by sex and age ATB. Thus if resulls are
calculated separately for the two Cities, for the
purposes of this paper at least, we can substitute
the overall means i and ¢” for y; and o} and write

E(Y)=fZt; {E(dx) — E(d)E(x) }

Var(Y) = g;Nl g {E(x*)—EX(x)} + B _glti{ﬁ(dxi)—2E(dx)E(x)+E(d)EZ(x)}

HBoaMEEMERFEE s AL EOLS I, B
SRR UHBEFERIIL-TARELRBESIL
v, LEA-T, HESHHINC, BEhShn
i, Pal bRt aETEHe RUfa? %,
wm BUol LEEHRZ,

(1)

)

N N
and E(s2) = ig:lz.;i{E(xz)—E"‘(x)}+ﬁ'i§ltiE(d){E(x2)uﬁz(x)}

where the expectations on the right hand side
of the equations are taken over the joint distri-
bution of d and x. Expressions for these expec-
tations based on specific analytic procedures
are given in section 2 of this Appendix,

A quantity which is very useful for the purpose
of comparing two procedures is the asymptotic
relative efficiency (ARE). The ARE can be
thought of as the limiting relative efficiency as
the sample size increases and 8 approaches zero,
where relative efficiency is the reciprocal of the
ratio of the sample sizes required for a given
performance. These concepts are discussed in
Kendall and Stuart.’®> It is shown in Kendall
and Stuart that the ARE of one procedure to
another requires the calculation of ¢ = éa—E(y)/

[Var(ylﬁ=0)]% for each procedure. From (1)
and (2) we can see that

LETENTESE, ZOEE, EROEHOIRRF
iz, dRVxORESFHII>BTESHA. BE
o FEIZEICIhSsoRFNE S X AR08,
H@EN2HEIZFRL A

TonFiEikETsorBb THEE LRI, @R
MHRChH S, ZOEEHMREL, BEokEE
AL, AXF0ICETS & EOBRIZHIT 3
L EZISNSE. IDOEE, HIDEE, H3
BEOHHBELLELEFOREEOERD
HHEThHSE. ZOLIEELIE, Kendall & Stuart?
ko TEZSsA T 3. Kendali » Stuart (f,
—o0HEOOFE I T 3 EE R HEE

R BB IZIE, BHEEDVBT, c=%E(y)/

(Var (yi@=0) )X 4 B LR s svk
pRLTVE. DRKDEY,

(?tﬂ{E(dX)—-E(d)E(X)}

[(ZeHEGE®) - E* ()%

where the expressions for the moments of the
joint distribution of d and x will depend on the
particular procedure and are given in section 2
of this Appendix. The ARE of procedure j to
procedure ' can be shown to be (cj/cj-)2. This
ratio will be free of t; and €;.
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Suppose that we wish to compare the power HEHB : Z2HAVARE N LHEOBREd LRV

using the estimated doses z with the power RENE AT B EHETS. ZOBE, Wi
obtained using true doses d. In this case the

ARE is the squared ratio of fAxt b,

wZg{E(d®) -E @)} =t {E(d®)—EX(d) J2

and
(2% {w*E(d?) - WP EXd) P2 e
and can be approximated by w2, ODHORTHY, w? CHEUPTE .
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