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SUMMARY

Asymptotic significance levels of tests for
monotone trends in rates or proportions can be
profoundly anticonservative when applied to
small numbers of events and when distributions
of exposure to risk are highly skewed. In such
cases Monte Carlo (MC) estimation of observed
levels of significance (‘‘p-values™) can be very
useful. We describe a simple technique of
importance sampling (IS) which can greatly
improve the efficiency of MC estimation in this
setting. Implementation of the IS technique is
described, and the variance of the IS estimator
is derived. It is shown that, in many situations
likely to occur in practice, the variance is sub-
stantially less than that of a simple MC estimator
proposed earlier. Generalizations beyond the
case of survival data without ties are described,
and the use of IS is illustrated with data regarding
mortality among atomic bomb survivors.

INTRODUCTION

Tests of trends in rates or proportions, such as
the procedures described by Mantel,! Tarone,’
or Beebe et 31,3 or certain applications of Cox’s
proportional hazards regression model,® are
widely used as statistical tools for epidemiologic
research and analyses of survival data. Most
such tests are conditional procedures, and
therefore the resulting distributions of the test
statistics are usually data dependent. They are
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also quite often computationally intractable.
For these reasons evaluation of the statistical
significance of a trend test result is usually based
on large-sample theory; in particular observed
levels of significance (p-values) are frequently
calculated from asymptotic normal or x* distri-
butions. The accuracy of such approximations
must of course be considered in each particular
application.

Hoel and Jennrich® demonstrated by an example
that the asymptotic x> distribution of the trend
test statistic described by Mantel’ and Tarone?
can, if used without caution, provide severely
inaccurate results. In particular, if the number of
events is not large and if the distribution of
exposure to the factor of interest is highly
skewed, then the distribution of the statistic
will also be quite skewed. As a remedy for the
resulting inaccuracy, Beebe et al® and Tokunaga
et al’ utilized Edgeworth series approximations
to correct trend test p-values. However, as
illustrated below, this approach can also lead
to inaccurate results. Hoel and Jennrich®
proposed two simple procedures which are based
on MC integration of probability functions and
which provide accurate assessments of the
statistical significance of a trend test result.
Their second method, which they called the
‘“simulation test”, was recommended, since
unlike the first method it is appropriate in
situations of unequal censoring. In this paper we
describe a modification of the simulation test
which exploits the IS technique and which can
in realistic situations greatly improve the
efficiency of the MC procedure.

In the following section we define the general
test for trend and illustrate the potential for
inaccuracy in both the usual asymptotic distri-
bution theory and the approach based on
Edgeworth series approximations. @ The MC
estimator of Hoel and Jennrich® is then
described, and the improved estimator is defined
and its variance derived. The use of the improved
estimator is illustrated with data from a survey of
mortality and radiation exposure among A-bomb
survivors of Hiroshima and Nagasaki. We
conclude with some additional remarks,
including a brief comment on the justification
for the improved procedure. The Appendix
provides a listing of two short FORTRAN
subroutines by which the procedure can be
implemented.
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Tests of Trend

Notation

We consider data which are organized into I
tables of dimensions 2XJ. The indexi=1,...,1

identifies strata and/or risk sets. Following
Mantel,' for example, we might have I separate
contingency tables. For analysis of survival
data a risk set may be defined in the usual way
for each distinct failure time t;,...,t; (tied
or discrete failure times can easily be accomo-
dated in the procedure described below). More
generally, for survival data which involve K
strata, we can define stratum-specific risk sets
associated with each stratum’s distinct failure
times tyy,...,tkr., for k=1,...,K; then
I=1I¢ F s # I For simplicity, the term
“strata® will be used in this paper, regardless of
context.

The index j=1,...,J identifies levels or cate-
gories of the exposure of interest. Let d;; denote
a score (classmark, dose, etc.) assigned to
exposure group ] In stratum 1. We assume
without loss of generality that d;; < ... < d;jy for
all i. Frequently the same scores apply to all
strata, i.e.,djj=...=d = dj for all j.

The first row of each 2XxJ table contains the
numbers of events (deaths, diagnoses, etc.) in
the exposure categories: n;; for j=1,...,].
Let nj.=n;;+ ...+ n;;. The second row contains
the “risk quantities” Rj; for j=1, ,J. These
may be either numbers of subjects at risk, in
which case the tables are equivalent to true
2 x J contingency tables as considered by Mantel.’
Alternatively, for an analysis of event rates,
such as that described by Beebe et al,® the Rj;
might be person-years at risk. For convenience,
let Rj=(Rj3,...,Rjy) and define m; = R;j/R;.
for all i and j.

Finally, let j;;,, denote the exposure category
of the subject who suffered the m-th event in
stratum i, for i=1, ,I and m=1, iz

L |

Logrank Trend Test

The statistic for the logrank test for trend

1s simply
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that is, the sum of the scores of the n_ subjects
who suffered the event.’> A large value of S is
evidence that the rate or proportion of events
increases with the level of exposure. The widely-
used conditional test of significance may be
described as follows.” Conditional on each
n;., the observed total number of deaths in the
i-th stratum, and on each R;, the values of
Jit»- - - »Jin;, are considered to be a realization
of a random selection from the set {1,...,J}
If the R;; represent subjects at risk, then the
sampling is “without replacement”, i.e., the
probability function is

] Rj; !

FBEITE T4bLbLINEIHEZEBRLAAHNESE
B ABRITHEHCHES. V2 8 DEFEEL
ZhllE, BREOBIINEGHIHEEL XL E LI
MM$2Z6E2RLTVWA. KAV TWVLS FH
FTEHEMREEITEOEHNTHS.5 FiHFEHD
BIlE T ABELIEC K, LB R2z2EFLC
BOT, i1 oees G 6 BE{ L s T} 25
DEEHMBOERIELEZ 5115, R;; # at risk
TOMBEZEZT 461E, MBE"HEHBRILZLTT
HB. TLHbLEEREBEEIEIXDKLIIZE S.

R;.!

Priiiay oo ding IicaRi) = 1 11

If, on the other hand, the R;; represent person-
years at risk, then the sampling is ““with replace-
ment’’ and

Pl'(jil g i

In either case, the selection is assumed to be
conditionally independent between strata, so

Pr(1, - -

and the observed level of significance or p-value,
calculated directly, is

Pp = Prob(S>SgpsIng. , . . .

= 2 Pr(iq,.
stnbs s

where S,,s is the observed value of S. Direct
computation of Pp, which involves convolutions
of discrete probability functions under the
sampling described above, is frequently infeasible.
As Hoel and Jennrich® pointed out, Pp is an
approximation of the true level of significance,
since the assumption of conditional independence
which leads to [3] is generally not in fact true.
Frequently, however, the approximation is
quite good.
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The asymptotic approximation of Pp is derived
by noting that

RERF TR 6-85

Pp O@GEELLIZ D W TR

I ]
E= 2 nj {j§1 dyj mij }

is the conditional expectation of S, while the
appropriate conditional variance is either

S DEMFFTEMFMETH D, &Y % FMH{T & 5K
1, Ry; Matrisk DR F2RAIH S XL at risk D
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depending on whether R;; represents subjects
at risk or person-years at risk, respectively. The
standardized statistic (S—E)/’\z’l"%L is, in most
applications, assumed to be approximately
normally distributed. That is, the p-value of
the test is given by

FLALOBRAOEE, FHRIHKR (S—E)/ V2
T2 ERGBELE--TVWBEEEZISLSRNS.
T4hbb, MEDPHEIL

Pn=1—® {(Sop— E)/V2} [6]

where ®(-) is the distribution function of the
standard normal distribution. Frequently the
corresponding two-tailed result is expressed in
terms of the )(2 distribution of (Sgps — E}2 /V.

In epidemiologic or occupational health studies
it 18 not uncommon to find that the distribution
of exposure to a particular risk factor is quite
skewed. For example, skewness to the right
occurs when most of a population suffers little
or no exposure to a hazardous agent while a
small subset receives very high exposures.
In such cases the distribution of S, or its
standardized version in [6], is likely to retain
a marked skewness in a study with a small or
even moderate number of events. Therefore,
for example, use of the large-sample approxi-
mation Py in a test for a positive trend with
data skewed toward high exposures is likely
to be anticonservative, markedly so if the
skewness is pronounced and the number of
deaths is small or moderate.

The use of Edgeworth series approximations to
correct for nonnormality of the distribution of
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b 3. T B EHIRERS R LIELIE (S, —E)Y V
DX:HrHTcREIh 3.

M ITREMNBRBEI ISV, HFEOER
AF~NDBEFEFEDOTHIIRBLEEAIFEZIZZ LT
ZLL oW FlziE, BEFADIEE A EIEREFA
BEALENITR2<BEL TCEsT, rMEEIRD T
mWHRICHEEBL TwaEEILE, AHADESLH
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a test statistic is a wellestablished technique.®
This approach has been adopted in analyses of
morbidity among A-bomb survivors, for whom
the distribution of radiation doses is very heavily
skewed to the right. Beebe et al® provided a
table of skewness-corrected p-values as a function
of the normal approximation, Py, and the
total number of deaths, n_. Tokunaga et al’
reported p-values that were corrected for the
skewness and kurtosis of the trend statistic.
As shown in the following example, however,
there is a possibility that even the use of such
corrections may fail to provide an accurate
assessment of the significance of a trend test
result.

Example

Hoel and Jennrich® illustrated their procedure
with data concerning mortality from multiple
myeloma in relation to radiation dose received
by A-bomb survivors of Hiroshima and Nagasaki.
The collection of these data is described else-
where.’ A particularly interesting subset of
the data is summarized in Table 1. Among
Hiroshima females aged 20-34 years at the
time of the bomb (ATB), two deaths from
multiple myeloma occurred during the follow-up
period 1950-78. One was a woman in the
10-49 rad dose group, the other in the 400+ rad
group. Thus I = 2. The dose category scores
are simply the average doses based on all
survivors in each category, and S, = d3 + dg
=546. Also E=46.6 and from either [4] or
[5], V =9408.8, so the normal approximation
of the one-sided p-value for an increasing trend
is Py=1—-®(5.15)=1.4%x10"7. Hoel and
Jennrich® argued heuristically that this value
overstates the real statistical significance of
the observed trend.

SNEFEO—D2TH 5.8 WS IEHBA
ABIZEATVIEBRHBREORLEEORENIZIE,
ZOHENERHENTE/. Beebe 5% (£, TFEHTH
PyBRUBECHEN OMErLTOELZ2HIE
LEpHEOEZERLTWVAS. ks 7 2@ R
DEERULEIZIOWTHMIEELZpfEZHREL TWa.
L&2L, TEDMFHIZRTEEN, ZDEI LHIER
FHuTtmEEEROE S 2 EMEIZEM T &
ZOVWHREN S 5.
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T8EDBM T MEh, ZREMEAEMIZE SECH
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Sops =d3+dg=546L% 5. £/, E=46.6TH Y,
4) Xk (5) 5 V=9408.8+ % 2 DT, KihN{A
mo R HElp D ERELIE Py=1—® (5.15)=
1.4X10 -7 & % 5. Hoel % (fJennrich® (1, Z D
EAMEEMOBOKFINAEE2F RS 5L %

BEMIZELE T 5.

TABLE 1 EXAMPLE OF LOGRANK TEST FOR TREND (MULTIPLE MYELOMA
MORTALITY, 1950-78; HIROSHIMA FEMALES AGED 20-34 ATB)

# 1 Logrank fAmfEH ( XM S IZ £ 2581, 1950~784;
EIREF FE M 20~ 4K DL B D & tE)
Radiation dose category in rad
0 1-9 1049 5099 100-199 200-299 300-399 400+

Score 0 4 22 70 141 242 343 524
Risk set for

death No.1 3972 2303 1636* 475 250 97 59 95
Risk set for
death No.2 3904 2270 1610 469 247 95 58 02%

*Dose categories in which deaths occurred. FECH AT o hi-BRH 7T -



For this simple example with n = 2 deaths, it
is easy to calculate Pp directly as a function of S.
Figure 1 illustrates this function over a range of
S such that Pp lies between about 0.001 and 0.1.
This is the range of greatest interest, within
which a poor approximation of Pp may lead to
an erroneous conclusion. For Sgps =546 we
find that Pp =0.0063. In fact the normal
approximation is very poor over most of the
range plotted. Although fourth- and sixth-order
Edgeworth series approximations provide more
accurate assessments of significance than Py
for some values of S, they can still err by more
than one order of magnitude. Moreover,
such approximations are not monotonically
nonincreasing and can take negative values;
this makes it difficult to know whether they
provide a conservative or anticonservative result
for a particular problem.
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FIGURE 1 ACCURACY OF APPROXIMATE P-VALUES:
MORTALITY FROM MULTIPLE MYELOMA, 1950-78 (HIROSHIMA FEMALES AGED 20-34 ATB)
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Monte Carlo Procedures

Simple Procedure

In order to obtain accurate assessments of the
statistical significance of trends, Hoel and
Jennrich® proposed that MC integration be
utilized to estimate Pp. This was first suggested
as a general approach by Barnard, in discussion
of a paper by Bartlett,m and has been investi-
gated primarily as a kind of randomized
procedure for tests conducted at fixed critical
levels, 11713 Kellerer and Chmelevsky'® used
such a procedure to estimate exact p-values
for two-sample rank tests with censored data.
With the wide availability of high-speed
computers, MC integration has become a well-
known tEChHi(}HE.H’m

In fact, Hoel and Jennrich® proposed two
procedures: the first based on a distribution of
permutations of the assignments of scores,
dij, to events, and the second based on the
discrete sampling scheme as described above.
This presentation is concerned with the second
procedure, which they called the ‘“simulation
test”, since it is appropriate in situations of
unequal censoring.

The procedure of Hoel and ] ennrich® s
conceptually and computationally quite simple.
A realization of S is produced by random or
pseudorandom sampling of values of j;;,, from
the discrete conditional distributions described
above. Let S(k) denote the k-th such realization,
for k=1,..., K. The k-th realization is a “‘hit”’
if S(k) > S, s, and the estimate of Pp is simply
the proportion of hits among the K replications:

Monte Carlo %

M 2 h
fHEDFETHIE EME 2 EFEIZFFE 5 /2912, Hoel
K U Jennrich® (3 Pp O#EEIZ MC HigZHWwWAZ &
FREL 2. ZhiZf#012 Bartlett” o £
qbor C Barnard (2 X 5 —#k Ay Ak s L THREE N,
FELTRHBZESNAZAFELANLTERENSRIEIS
DWVWT—MDOFyFuftDdHELE L THEEAT
W 4. 18 Kellerer % 1 Chmelevsky™ |3, censore
SNLT—2 AT 2 BEARIAMME O IEHEZ p fH 2
EETA-DIZCOFiEaRWS., BEI Y 1—4§—
ALERIZFAENZ L1220, MCHiGIIIE <
#H 5ATS TG la™

Ht 3, Hoel R FJennrich® (2@ ik %I E
LTwad. FLOHKRZATT d; DRBEADENHC
DIEFI MK DT E, F2 OHET LLOBBREER
MEIZE DL, ZOF2OHFBERESOVHLD S

"YIalb—=—YavRBRE"THY, Y%L censoring

DEABBSIIBRYUYTHADT, EHRHTIZIZOHFFEIZ
DWVT NS,

Hoel X F Jennrich® @O HFE I SHICLETH LT
APENVMHETHE. SOEBRIT LD M = BT
TS E §, MEEMES ZELSLEMIZHE T3
crltkoTtkdoh 3 Sk upgEkEHOZO
FI2GEHZRTEDEL, k=1, ..., Kt 7 3.
Sk 28\ AESIEEKBEOERIE“GR" ThH Y,
Pp DHEFEMITHICKEO RBEIZHIT2mhERLL S

= K
PH] = K_l 2 I(S(k) :;‘ Sﬂbs) ;

k=1

ﬁhﬂre [(-) is the indicator function. Clearly
Pyy is an unbiased estimate of Pp, that is
E(PH])=PD. Also

AL, I(-) 45 EMETHS. S »I Pyl
Pp ONRHEEMTH 3. +4bHb E(Py;)=Pp T
H A, Fl WHE IS,

V(Py) =K (Pp —P3) . [7]

Improved Procedure

A more efficient estimator of Py can be obtained
by employing the variance-reducing technique
known as 1S.1® In this approach, the sampling
for each of the K replications is weighted to
increase the probability of a hit, and each hit 1s
gccnrdingly down-weighted in the final estimator,
Pis. As shown below, a simple application of
this technique can lead to quite useful reductions
in the variance of the MC estimator.

CRET B ik
ISélLTHohdamELELZHVAE, Ppod
EDEHrHERIBLNS.® 20 HFETIE, KE
DREDHI BDOZADOHMBZMEL T, GHFOHEL%E
MiNs e, 2OBEREETR P icsnTE&ads
TEIMEST S, TERIZRTEEN, ZOHEZEAILC
IGATHE, MCHEROSBIZAENVEREZED Y
L SW ARSI ¢ R



Note that a necessary condition for a hit (S > Sgps)
is that du > n7! Syps for some i=1,..., I and
m=1, , n;.. If we define cut pumts

RERF TR 6-85

Gh (SZS,. ) DLBELEMIE, »2EYLI,

i=1, ..., I RU'H5@ELE%E m m=1, , Ny, A
L, %ma%%m #ﬁjfa LT
ﬁahki_%ﬁfﬂifﬁé. wﬁ?.ﬁékm;'}i_

EFT N,

c;=min {c|dj, 3;“.-.1 Sobsts =100 01

then the necessary condition can be written as
jim 2 ¢; for some i=1, ..

HE3EHZ

For the current purpose, IS is performed by
requiring that the condition in [8] be true for
each MC replication k=1,...,K. This 1is
accomplished by a two-step procedure:

Step 1. Select a stratum index £ at random from
among {1,...,I} according to a specified
probability distribution {e, ..., ay}.

Step 2. Generate randomly the exposure
categories jyj, ..., jmy,- Ifi#R select ji;, ..., jin;.
according to the probability function [1] or [2]
as appropriate. However, for the %-th stratum,
select jg; from among {cg, ..., T} according to

the cundltmnal distribution {TTQ PYTREEE ﬂ'ﬂj 7}
with g =T i/ (Mg co ¥t Mg 1" then
select Jgo, ... ,JQHE_ from among {1 . pdd

according to the appropriate uncnndltlﬂnal
relative frequencies (when sampling without
replacement, the selection of jp; is taken into
account in selecting joz, . .. ,igng )-

The probability function for selection of

i, i=1, ..., TRUD EYE%EZ m, m=1, ...,

VEFERIROLIIIBEHRTZELEHITE S.

,Iand m=1,...,n;,. (8]

SEOBHDEDHIZ, (8] DFE#HfHIEMC RHE
k=1, ..., KIZDWTHEHTHhI3ZLAPVESLHEL
L TIS 2T 75%. ChiZ2BBEOFEZRAWVT
KT 5.

BEL. BEOHMERM {ay, ..., ag | 11HE-T
(1, o, T s miEs o MR 48R 5.

B 2. ®BEAT T —in, -0y in, BERIESIE
KT 3. i #0458, BEICHERME(1) Xit(2)
ﬂﬁﬂfhp-,]m EIRTS. LAa2L, 0 &FH
DRFIZHOWTIL, :rF'J—:arf_]/(:rﬁ.cﬂ—l—...%—:rf”])*
BAE D R DI | o epe oo To g | RS T
Ler, oy I 2500 2BRT 5. KOT, W22
ZAEE X T4 CAEEE CHE-T] 1, ..., J};ﬁ*%
J2os vy ifnﬁ_éiﬁﬁﬂ‘ﬁ(ﬁ%ﬁi&fiﬁb&hﬁ?ﬂ]ﬁ
AT D EJ, ey os oy j,pnf_ﬁigﬁﬂ)pﬁi:lijﬂ P
RELEERTS).

ju,...,jInI_underthisschemeis RDEELENTHB.
| 1 ;1G22 c)
PI'IS(]]_I,. ‘:JInI_)zpr(-Jll?"‘?JIHE_II}‘I-?"‘!HI-;RI!"'!RI) i:E] I_Fl \
where F; = ; , ¥ swn F ey It follows'® that ?’:fELFi=?ri_1+...+?ri_ci_1 Thsd. TOER,
A = K I(S(k)}SGhs)
Pg =K~ 2 )
=1 [‘IE HIUII}GI)}
i=1 1—-F1

is an unbiased estimator of Pp.

2 Pp ORRHEER L 5 5.1

* For brevity, we ignore the possibility that mg .o +

are excluded from selection in Step 1.
i REAL D 7= i,

ﬁﬁlmiﬂﬁﬁﬁéﬁﬂ‘i‘%.

ﬂﬂ,c + .. +”f_J—DT$éE[ﬁEE%E*ET%,

.+ mg y=0. If this is true for some strata, then those strata

AR OIPORBIZIODVWTHTH»I26E, TR
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The procedure described above is slightly dif-
ferent from and more general than that described
by Kupecky,l? and is intended to provide an easy
computational scheme that can accommodate
data with ties or grouping (n;,> 1) and condi-
tional hypergeometric sampling. The Appendix
contains listings of two simple FORTRAN
subroutines which can be used to implement
this IS method.

Example (continued)

The procedure of Hoel and Jennrich® and the IS
procedure are illustrated in Figure 2 for the
multiple myeloma data of Table 1. The condi-
tional sampling mgdel for S, which is simulated
for the estimator Pyjy, is equivalent to selecting
a cell at random from an 8 X8 table. To each
cell is assigned the score S, the sum of the
column and row scores. We may define an
empirical rejection region as those cells for
which S2>S,,s = 546. The columns, corre-
sponding to the dose categories for the first
death, are assigned relative frequencies (proba-
bilities) 37 =R11/R1.=3972/8887 =0.4469,
M2, etc., and a column j; is selected at random
accordingly. Similarly a row j, is selected
independently according to the relative frequen-
cies for the second risk set. A hit occurs if the
selected cell lies in the empirical rejection region.

L@ Hikiz, Kopecky” & L - FikezdL
BhoTéo+—MThHD, tie LI THEHD
F—F(n,.>1) /I EHTELMELFHE G E
RO x B8 MEsMmE 2t 25T L7 1CEN
xnALDTH3. [FEIZIE, ZOISHEDERIC
Huwoshns2#0)DfiHE %2 FORTRAN 7 v—F =
2 ol O A

ol (% %)

21, 10 HEHEBFHMEIZKE S 5 Hoel R U
Jennrich® O HiFEMHUIZIS FEEZRLALDTH 5.
B dt Pyy 0oV Ty Iab—3a v kiTHS 05l
fFxfHEEFT NI, 8XBHRLLEEBIIZIDEESL
RBRIRA23z2+1I2% L. EHIZHREUITAITO
BHTHH2RA27S 2ENYUTE. EBRNEIN
(empirical rejection region) (I, S 25, =546T
HAFNELTERBTAZELELTX3. BYOKRCO
SitAHTFT)— AT AH, HHATBEE (HEFR)
7 ;=R /R, =3972/8887=10.4469, 7 ,% %%V
WT, ZRIZE-TH j, 2EEBIRET 5. Ak,
B2HFEHOV A Z7ESOHMBEIZMES TITi, =
BUME I EINT 2. BIRL A5 AP EBROEEHEIZS 5
251E, mpHIEZ S,

FIGURE 2 SCHEMATIC REPRESENTATION OF MONTE CARLO SAMPLING FOR
EXAMPLE OF HOEL AND JENNRICH

1 2 Hoel & tf Jennrich O 123 2 Monte Carlo B A H @ X =
DOSE GROUP
DOSE REL. 1 2 3 4 5 6 7 8
GROUP FREQ. RELATIVE FREQUENCY
4469 2591 1841 0534 0281 0109 0086 0107
wsa [/3 N i e
i @ Ay Kf < P ‘ / “ ¥
/f }ﬁé 347 528
; - 005
//6 365 546
3 1841 A / / _—
v //ﬁ 413 594
4 .DEEE / / / 5.7
//’/ % 1 484 665
5 0282 -
4 4 585 766
6§  .0109 A o4 5 o~
343 347 165 413 484 585 686 867
7 0066 0.7 0.4 0.7
" —T 528 546 594 665 766 867 1048
: 19.4 5.6 3.0 1.1 0.7 1.1

Note: Scare in upper left of each cell is the sum of the row and column dose classmarks. The empirical rejection region

E

consists of those cells below and to the right of the heavy line. Number in lower right of cells in the empirical rejection

region is 104 x probability of the cell under independent sampling from marginal distributions,

Eth0ELSONTFIR, TREUNOBRESISNOEHTS 5.

AR EDMEE, KVWROTHEVENOENEE

PLLE. EENEEB LIS EELETHORETFE, HaAgHhrcnBr s BEERMBIE S EEBOI XEETHI.
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For the IS procedure, we note that ¢y =c, =7; IS FEDOBAILc,=c,=TThHELIIHFET 3.
that is, in order for S=dj +d;, to equal or t2bb, S=d +d_ Sy, tHELLARYE
exceed Spbs, it is necessary that at least one of ZhLETH 31 ﬁ’;t:ii,z SRR T XL 8 IV T

the two deaths occur in dose group 7 or 8. In ; gl
LB L 1B ELAZEPLE
effect, the shaded region in Figure 2 is excluded ZADRCDI 5P Lo IMRBELSCC o

from the sampling. Thd. H2OFBHFETHELHBE 2S5 L 2.

“hit, HM®a Bla,=1—a, l2ff->T4=1
This can be accomplished by selecting =1 or 2 N2 2 BIESICHET I LIE-TEITTE 3.
at random according to probabilities a; and a, = 0=1%51%, HEEx,, =59/ (59495) & U ns—
; B "11'{7 ISf}E: . th;f‘ th: “Dlulg:b]?ll_t,‘: C;"F'Se“ 95 / (59+95) 126~ T f b 18 } P55, #EBIRT 5.
rom {7, according to pro ities M7= N -, - ‘ I,
59/(59+95) and g =95/(59+95); the row e N TG | b B &
jp is chosen from {1, ..., 8} according to the PEATI, 2 BRT 3. £=20DL &, FAMKROEE
row relative frequencies in Figure 2. The 1T 7.
procedure is analogous if ¢=2.

Pis OS8R U4
JNe Ml AL AU HEEETRNTOXYZ P LVEE

Variance and Efficiency of P
o [:31]: ""jIﬂI_)mﬁ%Ii’ 'ﬁ_":fmi=1,..., I

Notice that the set of all J%.. possible outcome

vectors (jii, - .- -, JIng ) can be partitioned into LTIy =2¢;) =1(§j, 2c;) THREW ) RIFF
91 equivalence classes with T [a] il B %

(jll: e :jlnl_) n”(jil: .- ;jI'nL)
defined by the condition that I(j;; >¢;)= AERT L E 2 AORBERIISEITE 32 &
[Gj; 2 ¢;) for all i=1, . . ., L. Denote these LEETA. ch s ORI Q, %, =0, ..., 21 —1
classes Qg, ¥=0, . . ., 21—-1, where Qg is the PLTHRT. A2LQ I, FNTOilzgl T
class of outcomes with I(j;; > c;) =0 for all i I(i;;2¢;)=0:423RBOHETH5. Q,I3HIz

Qo is simply the set of outcomes which are
excluded under the IS procedure. Obviously if

(jI],! al dnis ,jlnl*)”'u (jil:r L :jinI.) :the’n

IS FHILFVWTIIBRENAHEDOHELSTHAIZT X

&L}- Eﬁ%ﬁ‘i:, (j]]_r Mt jI“I.) h-. [j;ll o jinfi)

Ths% 6L,

IE a;1(i1 2 ¢i) _ ;1 o;1Gi1 = c)
1 — F; = 1 — F;

Let W(Q) denote the value of this expression on Th3. WQ)zHEEHQIZMT2Z0XANDME %

Equivalence class Q. Then the variance of the FTTEDEThiE, ZOEEHE, ’]_315 D4
PIS 18

I
2 1 f2=1 ( Prob[S>8speand (Jygs wos s Tipe JEQe Iy s o oo DL R g5 5+ ; Ry 5
Vis (Pig) =K 1( 2 e L '_PD [9]
e=1 W{Qg)
Notice that LB, EELEDODZEIZEBET S,
211

Q§1 Prob[S2 Sops and (Jyy, - . ., Jlnl_}EQQinl_, c..,npaRy, ... ,Ry] =Pp.

Also, in the situations of interest (skewed expo- F72, BRDH 2K (EHDH S HBETH KU
sure distribution and few deaths), we can expect DHEVIECHE) 0T, W(Q)>1ThsZL
that W(Qg)> 1. Therefore, comparing [7] and ARIfFENS. LA T, (7] & [Ei] 5T 3 L,
[9], we can anticipate that V(Py;)> Vis(Pis) ZDEI LB V(Pyy) > Vig(Pig) THdZ &
in such cases. AP h 5.

11
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Example (continued)

For the estimator of Hoel and Jennrich® applied
to the data of Table 1, recalling that Pp =0.0063,
we find that V(Py;)=0.00626K"!. For the IS
estimator, assume &; =0, =0.5, and let

(%K x)

#£10O5F— %1258 B L 7~ Hoel & (f Jennrich®> &
HeERIZML TIE, Pp=20.0063TH32 2L 252 T,
V(Py;) =0.00626K ' Th 52 & aillnr. IS H#EE
BlizowTlt, a;=a,=0.5¢REL,

7<j;<8and 1<j,<6}
I‘Sjl‘gﬁ and 7‘;:_]253}

7'5__:.]1!.]258}

95, TDOLE,

W(Q;) = (0.5x1)/.0173 +(0.5X0)/.0172=28.85

= -U]:rjﬂ
Then
W(Q3)=58.00.
Therefore

Lied, LEPaT,

Vis(P1g) = 0.000173K ! =0.0275 V(Puy).

The efficiency of the IS estimator ﬁm, in terms
of variance, 1S th{gs about 36, relative to the
simple estimator Pyj. Since the simple proce-
dure requires the generation of n =2 random
numbers per replication, while ﬁm requires
n, +1=3, a more realistic measure of efficiency
is perhapsn V(PHJ)/ [(n, +1)V15(P15)] or about
24 for this example.

Hoel and Jennrich® gave three estimates ﬁHJ for
these data, each based on K = 1,000 replications:
0.004, 0.005, and 0.009. Ten values of ?15, also
based on 1,000 replications each, ranged between
0056 and .0070, with empirical variances
between 1.58 X 1077 and 1.87 x 107" .

Application to A-Bomb Survivor Mortality Data

The IS procedure described above has been
employed in a survey? of mortality among
A-bomb survivors of Hiroshima and Nagasaki.
That survey is similar in content and format to
the earlier reports of Beebe et al>*® and the
more recent report of Kato and Schull.” In the
current report routine analyses of the radiation
dose response are based on data for 91,231
survivors who were within 10,000m of the
hypocenter in either city ATB, and for whom
a radiation dose can be calculated according to
the T65D dosimetry system described by Milton
and Shohoji.!® The data were organized into
[=160 strata according to city, sex, age at

ThE. FORER, HEIBLTIE, 1S #Elt Pig 0
SR IT, WAtz HEE S Pyy o4t L THIB6IC % 3.
Pig DBAIIZRE 1 FIZf &, + 1 =3{EOEHED
ERAPVETHADIIMLT, ML AETIEn,, =
QAL DETHLOT, $hEIZMT 5 & 0 IHFER 2 A4
X, &B5< n..v(iﬁ}-[_]} /((n,,+1) VIS(%IS”?
HEDN, T bbb ZOMTIEIFI24I2% 5.

Hoel & ¥ Jennrich® 13, &4 K =1,000[r] R EIZ
K5 zhs0F— 7128+ 5 380 HEE Py,
Fhbt 0.004, 0.005, BKUF0.009%FL7A. 7,
% 41,0008 @ R 18 123 D < PIS ® 10 18 @ | 13
005645 .0070% T, EERMISAE 1.58X10 7 »5
1.87X10 T F COfEMBANIZH - -

RBHBERECET—2NDOEH

ERDIS Fi& L, EE - BEOREBREEEDIC
HRBETILHVLSATWS., 20FABRIRERVER
Z2EHWT, LLAET? Beebe 538 Gk UikiEd
Ik B OF Schull® O|EIZHLT 5. FHRFIZHV
T, BESERRICOBEMNZ ST, mmVnih
ZEHEWTE ESBERICEBLH A 510,000mRAIZED,
O EE R4, Milton R U IEEMY AERE LA
T65D # B EFEIZFE> T TE 591,231 AD R
21T E3F—v IR TWTflTo . ZOF—#%13,
&, 1, FRBER (SHOYHEE) RUENEE
WA (8K M) I L TI=1601 " B TAEk L 7=.

tCurrently in preparation. 3 7 fii
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exposure (five categories) and period of follow-
up (eight intervals). Eight radiation dose
categories, the same as for the example above
(Table 1), were assigned city-specific average
doses as scores. The skewness of the distribution
of radiation doses in this population is similar
to that illustrated in Table 1; the skewness of
the standardized statistics (Sops—E)/V'2 was
approximately Sn %2, A total of 38 causes
of death or combinations of causes of death
were analyzed separately, with the trend test
of Mantel! and Tarone® calculated for the
entire data set and for each period of follow-up.
The analysis was based on person-years at risk.

.For each test the normal approximation Py was

calculated. If Pny<0.10 and n, £6 then Pp
was calculated; if PN<0.10 and 7<n <249,
then isls was calculated. The IS estimator in

each case was based on K=1,000 replications,
and calculated using the subroutines in the
Appendix. The random number generator
WUNI used in subroutine TRENDMC is of
the multiplicative congruential type with
Xi+1= 1664525 (X;mod 2°%). Stratum selection
probabilities were defined by

1/1*

£ =

where I* is the number of strata with n;, > 0.
(Ri; was positive for all i and j.)

The results are summarized in Figures 3 and 4.
Pp was calculated for three tests with n > 1:
one with five deaths (Py =1.5x107%, Pp =.001)
and two with three deaths each (Pny =5.9X% 10°°,
Pp=.010; and PN=9.6x107°, Pp=.024). As
for the example of multiple myeloma described
above, the extreme inaccuracy ot Py for small
values of n_ is apparent. Pyg was calculated for
74 tests of trend with n  ranging between &
and 225. For 14 of these, Pi1s=0.0, i.e., there
were no hits among 1,000 replications; for all
14 tests, PN<1.6x107°. The remaining 60
values of Pis ranged between 7.3x107° and
0.1004 (Figure 3). The vertical bars in Figure 3,

taken from Beebe et al,® are the ranges of
asymptotic p-values adjusted by fourth-order
Edgeworth expansions, as functions of the total
number of deaths n_, for PN =.001, .0025, .0035,
.01, .025, and .05. The top of each bar cor-
responds to n__ =10, and the bottom to n_, =200.

0
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LiEoH (£1) OBE LRk, SHDMRHTHAE
g RE AT E L TEIDATE.
A3 BEBERSHEOEATIRIIIRTDL
EMLTHD, ERIHEFR (Sps —E)/VAD
EERFISn  Thor. 2TF— s EARUEENR
FHZERARIZ DWW TE H L 7~ Mantel! % (f Tarone® @
HEmBREXHVT, 4388 DR X ITIHEEFED
HAaBbuterIZEHlL . Bk atrisk D AF
(DWW TITH =

Z @)

AREILEVTIE, FREMPyEZHAL L.
Py< 0.10%Un..S6TH3%5F, Pp&atH L,
Py< 0.10R U 7<n..<249%5F Prg ##HEL /.
ZANIS HERIZK =1,000p DR E 22 L,
F3oHTN—F v EHOWTHRELLZ., T 0—F 7
TRENDMC THw /- ELEF AN WUNIL 13, X 1=
1664525 (X, mod 2% ) L 2 3R EGFEETH 3.
Re SR EESE (1,

ifn;.>0
if n;.=0

Itk TEHRLA, 2720, [MEn, . >0 23RO
Th3. (TXTOi RUj ZHLTR; BETHH7)

ZOFERIIHIEVA4ICEHLE. n..>21L%85
ZSOOREIZODWTPp EFHELAL., —2R5S5HOD
FEr- (Py=1.5X10"%, Pp=.001), =23 &4
3 O FEC (Py =5.9%X107%, Pp=.010; KU
Py=0.6X10"%, Pp=.024) VD TH53.
LR 2 HEFHEAIZEL TE, o, DA /DEV
Y x Py ABODTALEHTHIZLIIHLATH 5.
n,.A84,5 225F TORBMA 2 b 5740 [ F1E
zonT Prg #HELA. 2ASDH BUAIIHVT
1t Pjg =10.0, T+ 4b51,00080KETHPIE
oo, ThoMOBMETIEIVTI L
Py<1.6X105Th-7. FEN60HD Pgilld
7.3%X107% » 5 0.1004% COMEANIZH- 7= (K 3).
A 3N D FiEL L Beebe 5° 5 D5|H T, Py=.001,
.0025, .005, .01, .025&% U5.0512 %L THET &
n..OME L L T, &F 4Kk Edgeworth A IZ £ 1)
HEL-#FEMNpHOBE THS. ZHHKED ki
in,. =104 L, TFT#HwHiEn,.=200I12f3H
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FIGURE 3 RESULTS OF 77 TESTS FOR TREND OF CAUSE-SPECIFIC MORTALITY
BY RADIATION DOSE: Pp OR Pig vs Py

A 3

FEFE BB R oK ERINEE M T 3TTOREOEE: Pp Xt Pig #f Py

10— ! - 1 TS
| A
@ T
<0. ™ ™
™ .
O E 10—2 b o - "
- =
zS | v ;
LJ
u [ ]
2
o R
w > 1072 % = z
20 :
= 5 —
g 2 o Direct calculation (Pp)
= = * |S Monte Carlo estimate ':PIS:'
Y E |
5o
<L |- —4
< 10 |
-
P ) - |
12 points
UJ.E | L J—- ! L :
<10-6 10-6 105 104 103 102 10-1

NORMAL APPROXIMATION OF TREND TEST SIGNIFICANCE LEVEL (Py)

The empirical standard errors of the estimates
Pig are shown in Figure 4. For the tests with
ﬁm} .001 a reasonably tight upper envelope is
obtained by noting that the empirical standard
errors were less than 0.04 P;fé .

In order to furthe& evaluate the performance of
the IS estimator, Pyjy was calculated for each
trend test for which ﬁ;g was calculated. This
was done by wusing the subroutines in the
Appendix after setting the IS cutpc:intﬂci =] for
all strata. For 20 of the 74 tests, Puy=0.0;
these included all 14 tests with Pig =0.0, as well
as 6 tests with 1315 ranging between 7.3x107°
and .0009. An estimate of the efficiency of

ﬁlg relative to ﬁHJ was calculated for each test as

i

+ 5. HEEM Pig O E BB HE 35 % X 4 1255
L. Pig>. 00l FHHREIZ DWW TR, ERW
BUE M % A 0.04 Pi@ KM Th -7 2 L T 5
ZEIlELT, BHEILEZEDOVWEIEN G665,

ISHERORPELXBIEMT 572912, Pig 2itH
LABMHmBEIZOWT Pyy 288 LA, Zhug,
INTORIZOVWTIS fp#ElRc, =1 %FE L %,
DT TL—F L EHVWTITo7=. TAOMED
55208 IIHVTIE Py =0.0Tho4, ZOF
12iz, Pig=0.0%R+ UHEOREDTNT, U
Pig #°7.3X107° #5.0009% COREMAIZH 3 6 1F
DREFBENTVA. FREZ LD, Py ottt 3
Prs OR% O il %

n..Pis (1 -Pig)

RE =

1000(n_+1) V (Pyg)

14

X 100%

3
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FIGURE4 RESULTS OF 60 TESTS FOR TREND OF CAUSE-SPECIFIC MORTALITY
BY RADIATION DOSE: ESTIMATED SE OF Pig vs Pig

W4 FEEMFEEROKMBRIUEEIZHNT 56000 REDKER: Pg Ot SE #f Pig
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ESTIMATE OF TREND TEST SIGNIFICANCE LEVEL {ﬁlsl

NN
where V(Pis) is the empirical variance of Pis,

and I?IS(I—PIS)/ 1000 is an estimate of V(Pur)
obtained by setting Pp = Pls in [7]. The factor
n,_/(n _+1) accounts for the additional random
number required in each MC replicatiﬂﬂ for Pig.

A stem-and-leaf ,Plnt of the values of RE for the
60 tests with P;g>0.0 is shown in Figure 5.
The estimated relative efficiency was greater
than 200% for 14 tests, and greater than 150%
for 36 tests.

Additional Comments

We have not discussed the choice of the proba-
bilities @y, . . . , a required for Step 1 of the IS
procedure. Clearly «; should be zero for any
stratum with

nj, =0 or Mjc; +...

Choosing the «; values in order to minimize
Vis (Pis) requires knowledge of the numerators
in the summand of [9], which is not available
in real problems. Based on limited experience,
we believe that assigning equal probability to
all strata for which the condition [10] is false
will provide a generally adequate solution.

+ 7,1 =0
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FIGURE 5 ESTIMATED EFFICIENCY OF Pig RELATIVE TO Pg; IN 60 TESTS FOR
TREND OF CAUSE-SPECIFIC MORTALITY BY RADIATION DOSE:
STEM-AND-LEAF PLOT OF RE
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Hastings!® has sounded a cautionary note about
the potential for extreme nonnormality of IS
estimatﬂrs It is reassuring in this regard that

P]s is more symmetrmally dlstnbuted than the
binomial estimator PH_‘[ since PIS is the mean of
K realizations of a discrete random variable
which can take as many as 21 values.

Sound statistical practice demands that if one
can choose between two or more unbiased
estimators of a parameter, then the estimator
with smallest variance must be selected. However
the significance of this truism is perhaps unclear
when considering MC estimators, since the
experimenter has nearly complete control over
the number of replications and, therefore, over
the variance of the estimator. With modern
computing facilities it is relatively easy to
conduct very large MC studies, thereby attempting
to assure oneself of an estimator with adequate
precision. Still, if there is reason to believe that
one MC estimator has, for fixed cost, smaller
variance than another one, then the first one
must be selected.

We have demonstrated above that the IS estimator
PIS is likely to provide more precise, unbiased
estimates of p-values than the simple estimator
Pyj, when testing for a trend with highly skewed
data and a small or moderate number of
events. Thus P15 is to be preferred over PH] in
such situations.
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APPENDIX
(I~

SUBROUTINE TRENDMC(ISTRAT,JCLASS.S0BS,KCODE.KREP, ISEED,NTOT,

*¥P, V', KOUNT)
CECCCCLELCLCCCCCCCCECCCECCCOCCCCCCCCLCCCLCCLLCECCLCCLCCLUCCCCCCLLCCLCEe

THIS ROUTINE CALCULATES A MONTE CARLO ESTIMATE OF THE OBSERVED
LEVEL OF SIGNIFICANCE (P-VALUE) OF A LINEAR TREND BASED ON

STRATIFIED DATA. IT MAY BE USED FOR ANALYSES BASED ON PERSONS
AT RISK OR ON PERSON-YEARS AT RISK, AND INCORPORATES AN IMPOR-

TANCE SAMPLING TECHNIQUE.

INPUT DATA

THROUGH LABELLED COMMON/A/:

R(I,d)
N(CT)

S(]1;4d)
JCUT (1)

INDCI)

NUMBER OF PERSONS OR PERSON-YEARS AT RISK IN
STRATUM I AND EXPOSURE GROUP J

TOTAL NUMBER OF DEATHS IN STRATUM I (<= 250)
SCORE ASSIGNED TO EXPOSURE GROUP J IN STRATUM I
IMPORTANCE SAMPLING CUTPOINT FOR STRATUM 1

(<= JCLASS FOR EACH 1)

0 IF STRATUM I IS EXCLUDED FROM TEST OF TREND

1 IF STRATUM I IS INCLUDED IN TEST OF TREND

THROUGH CALL STATEMENT PARAMETERS:

ISTRAT
JCLASS
S0OBS

KCODE

KREP
I1SEED

OUTPUT
KCODE

NTOT

KOUNT

NUMBER OF STRATA (<= 250)

NUMBER OF EXPOSURE GROUPS (<= 20)

OBSERVED VALUE OF TEST STATISTIC, I.E. S5UM OF
EXPOSURE GROUP SCORES OF OBSERVED DEATHS/CASES

1 FOR MULTINOMIAL SAMPLING (PERSON-YEARS AT RISK);
2 FOR HYPERGEOMETRIC SAMPLING (PERSONS AT RISK)
NUMBER OF MONTE CARLO REPLICATIONS (<= 10,000)
SEED FOR RANDOM NUMBER GENERATION

-1 IF INVALID VALUE OF ISTRAT. JCLASS, KCODE, OR
KREP, OR INVALID ELEMENT OF JCUT OR IND;
=2 IF Ni1) ¥+ ... ¥+ NUISTRAT) < 1 OR 22503
-3 IF NO INCLUDED STRATUM HAS BOTH
NC(I) >0 AND R(CI,JCUTCI))#...+RCI.JCLASS) 2> 0
TOTAL NUMBER OF DEATHS
ESTIMATE OF OBSERVED LEVEL OF SIGNIFICANCE
(P-VALUE)
ESTIMATED VARIANCE OF P

NUMBER OF HITS, I.E. REPLICATIONS FOR WHICH PSEUDO-
RANDOM REALIZATION, ST, OF TEST STATISTIC SATISFIED

ST >= SO0BS

EXTERNAL CALLS AND FUNCTIONS

WUNI

DISCRETE :

RANDOM NUMBER GENERATOR; CALLED IN STEPS 1,
2.2, AND 2.3.2

AUXILIARY ROUTINE TO CONVERT CONTINUOUS VARIATE
TO ARBITRARY DISCRETE VARIATE

CCCCECCCCCCCCLOCCLCCCCECCCCCCCOCCCCCCOCLCCCCCCOCLCLCCCCCCECCCLCCCELTT

DIMENSION RCUM(250,20),RL(250),RCUM1(20),A(250),C(250)
COMMON/A/ R(250,20),N(250),5(250.20),dJdCUT(250), IND(250)

KOUNT=0
USUM=0.0

UUSUM=0.0

C
L
C
C
C
C
C
C
&
C
C
G
L.
C
&
C
C
&
&
&
L
C
C
C
C
&
C
&
C
C
L
C
-
C
-
C
G
C
C
C
C
s
C
C
C
C
C
C

(Continue #t <)
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APPENDIX (Continued) I &% (&t &)

o B o

GOV 36

3 03X 6

TEST VALIDITY OF INPUT PARAMETERS AND OF ARRAYS N, JCUT, AND IND

IF(ISTRAT.LT.1.0R.ISTRAT.GT.250) GO TO 20
IF(JCLASS.LT.1.0R.JCLASS.GT.20) GO TO 20
IF(KCODE.NE.1.AND.KCODE.NE.2) GO TO 20
IF(KREP.LT.1.0R.KREP.GT.10000) GO TO 20
INDTEST=0

DO 10 I=1,ISTRAT
IF(N(I).LT.0.0R.N(I).GT.250) GO TO 20
IFCINDC(I).LT.0.0R.INDCI).GT.1) GO TO 20
IF(N(I).GT.0.AND.INDC(I).EQ.1.AND.

+ (JCUT(I).LT.1.0R.JCUT(]).GT.dJCLASS)) GO TO 20
INDTEST=INDTEST+IND(I)

10 CONTINUE _
IFCINDTEST.EQ.0) GO TO 20

GO TO 30
20 KCODE=-1
RETURN

COMPUTE NTOT = TOTAL NUMBER OF DEATHS, AND PROCEED ONLY IF
1 <= NTOT <= 250

30 NTOT=0
DO 40 I=1,IS5TRAT
40 NTOT=NTOT+N(I)*INDC(CI)
IF(NTOT.LT.!1.0OR.NTOT.GT.250) THEN
KCODE=-2
RETURN
END IF

COMPUTE ARRAYS RCUM (STRATUM-SPECIFIC PYR OR PERSONS AT RI1SK.
CUMULATIVE OVER EXPOSURE GROUPS) AND RL (TOTAL PYR OR PERSONS
AT RISK IN EXPOSURE GROUPS JCUT(I),...,dCLASS)

DO 60 I=1,ISTRAT
IF(N(I).EQ.0.OR.IND(I).EQ.0) GO TO 60
RCUM(CI,1)=R(1,1)
DO 50 J=2,JCLASS
50 RCUM(I,J)=RCUM(I,J-1)+R(I,d)
IF(JCUT(I).EQ.1) THEN
RL(I)=RCUM(I, JCLASS)
ELSE
RL(I)=RCUM(I,JCLASS)-RCUM(I,JCUT(I)-1)
END IF
60 CONTINUE

COMPUTE INDIVIDUAL AND CUMULATIVE STRATUM-SELECTION PROBABILITIES
ACI) AND C(1), I=1,...,I5TRAT

ISTR1=0
ISTR2=0
DO 70 I=1,IS5TRAT
" IF(RL(I).GT.0.0.AND.N(I).GT.0.AND.IND(I).EQ.1) THEN
ISTR1=15TR1+1
ISTR2=1

(Continue #t < )

18



RERF TR 6-85

APPENDIX (Continued) T %% (& %)

Y 230 Bl 1w et )

SEBTe

Ry LN Tk

AllIN=1.0
ELSE
A(C1)=0.0
END IF

70 CONTINUE

80

IF(ISTR2.EQ.0) THEN
KCODE=-3
RETURN

END IF

F=1.0/FLOAT(ISTR1)

A(1)=A(1)%F

C(l1)=AC(1)

[FCILSTRAT .GE.2) THEN
DO 80 1=2,1STRAT
A(I)=AC])*F
C(I)=C(I-1)+A(])

END IF

PERFORM KREP PSEUDORANDOM REPLICATIONS

90

DO 130 K=1,KREP

ST=0.0

DENOM=0.0

SELECT AT RANDOM A STRATUM, LSTRAT, FROM AMONG 1,2,...,1STRAT

RAND=WUNI (ISEED)
CALL DISCRETE(RAND,C,1,ISTR2,LSTRAT)

BEGIN LOOP THROUGH STRATA I = 1,...,15TRAT

DO 120 I=1,I5TRAT
IF(N(I).LT.1.0R.INDCI).EQ.0) GO TO 120

.1 INITIALIZE RL1 AND ARRAY RCUM]1 FOR THE CURRENT STRATUM

RL1=RL(I)
DO 80 J=1,dJCLASS
RCUMI (J)=RCUM(I,d)

.2 GENERATE EXPOSURE CATEGORY FOR FIRST DEATH OF CURRENT STRATUM

(IF CURRENT STRATUM WAS SELECTED IN STEP 1. THEN FIRST DEATH
WILL BE SELECTED FROM EXPOSURE GROUPS JCUT(1),...,JCLASS)

RAND=WUNI ( ISEED)
IF(I.EQ.LSTRAT) THEN
RAND=RCUM1 (JCUT(1)-1)+RL1%RAND
CALL DISCRETE(RAND,RCUM1,dJCUT(1).,JCLASS,dd)
DENOM=DENOM+A(1)*RCUMI1 (JCLASS) /RL1
ELSE
RAND=RCUMI1 (JCLASS) *RAND
CALL DISCRETE(RAND.RCUMI1,1,JCLASS, ddJ)
IF(JJ.GE.JCUT(1)) DENOM=DENOM+A(I)*RCUM! (JCLASS)/RL]I
END IF
ST=5T+5(1,dJdd)

(Continue #; < )
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APPENDIX (Continued) {1 & (¥ %)

C
L
C

QOO

QOO0

2.3 IF NEEDED, GENERATE EXPOSURE CATEGORIES FOR DEATHS 2,...,N(I)
OF CURRENT STRATUM

IFC(N(I).EQ.1) GO TO 120
DO 110 NI=2,N(I)

2.3.1 IF SAMPLING FROM HYPERGEOMETRIC, UPDATE RL1 AND RCUMI

IF(KCODE.EQ.2) THEN
DO 100 Ji=JJ,JCLASS
100 RCUMI (J1)=RCUM1 (J1)-1.0
IF(JJ.GE.JCUT(I)) RL1=RL1-1.0
END IF

2.3.2 GENERATE EXPOSURE CATEGORY FOR DEATH NO. NI

RAND=WUNI (I SEED)
RAND=RCUMI1 (JCLASS)*RAND
CALL DISCRETE(RAND,RCUMI1,1,JCLASS, JJ)
ST=5T+S5(1,dJd)
110 CONTINUE
120 CONTINUE

COMPUTE CONTRIBUTION OF THIS REPLICATION TO USUM AND UUSUM

Uu=0.0
IF(ST.GE.SOBS) THEN
U=1.0/DENOM
KOUNT=KOUNT+1
END IF
USUM=USUM+U
UUSUM=UUSUM+Ux*U
130 CONTINUE

COMPUTE FINAL ESTIMATE OF P-VALUE AND ITS ESTIMATED VARIANCE
F=FLOAT (KREP)
P=USUM/F
V=(UUSUM-USUM*USUM/F)/ ((F-1.0)*F)

RETURN
END

(Continue #t < )
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APPENDIX (Continued) T % (¥ %)

SUBROUTINE DISCRETE(RAND,CDF.JMIN, JMAX, JGRP)
OO L CCCCCCCCCCCCCCCCCCCC U O L CCUC O CCOUCCLCECCCOOED

THIS ROUTINE IS AN AUXILIARY FOR SUBROUTINE TRENDMC. IT CONVERTS
RAND, A REALIZATION OF A CONTINUOUS RANDOM VARIABLE, INTO JGRP, A
REALIZATION OF A DISCRETE RANDOM VARIABLE. THE VECTOR CDF IS

ASSUMED TO SATISFY

JGRP IS DEFINED BY THE CONDITION THAT

CDF(JGRP-1) < RAND <= CDF(JGRP).

#leisinlicisliciciaoteialale

C
C
i3
5
C
8
C CDF(JMIN) <= CDF(JMIN+1) <= ... <= CDF(JMAX).
C
C
C
C
C
C

CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCECCCCCcCCCCC

DIMENSION CDF(250)
IF(JMIN.EQ. JMAX) THEN
JGRP=JMIN
RETURN
END IF
DO 10 J=JMIN, JMAX-1
IF(RAND.LE.CDF(J)) THEN
JGRP=d
RETURN
END IF
10 CONTINUE
JGRP=JMAX
RETURN
END
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