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Title : * Selection of High-Dimensional Multivariate Linear Regression Models by

Cross-Validation ”
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Summary:

This study deals with the selection of high-dimensional multivariate linear regression models
(MLRMS) in which the dimension of the response variables is larger than the sample size. It is well
known that the Akaike information criterion (AIC) cannot be defined in a high-dimensional MLRM,
because the ordinary maximum likelihood estimator (MLE) of the covariance matrix becomes singular.
Yamamura, Yanagihara, and Srivastava (2010) proposed an AIC for high-dimensional MLRMs by
using a ridge-type estimator instead of the MLE of the covariance matrix. The aim of this study is to
use cross-validation (CV) to simultaneously choose not only the variables but also the ridge parameter
in order to improve the ridge-type estimator of the covariance matrix. By conducting numerical

studies, we verify that using CV for model selection performs better than simpler methods.



