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Title : “Linear Regression with Classical and Berkson Independent Additive Covariate

Measurement Errors”
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Summary:

Covariate measurement errors are classified into two types, classical and Berkson errors. The
Berkson covariate error occurs when grouping covariate under linear regression. We assumed the
independence between classical measurement error and the true unknown covariate, and that between
Berkson measurement error and observed covariate. In this talk, additive measurement errors are
considered and the effects of the covariate measurement errors on the parameters in a simple linear
regression model are investigated under the notions of true model and actual model. The theoretical
explanation will be given for that the classical error attenuates the slope and the Berkson error recovers
the bias but sometimes overshoots the recovery. We show the slope bias due to classical error can be
cancelled out perfectly by grouping covariate or by grouping Berkson error. To cancel out the classical
error, the exact formula for grouping Berkson error variance is given as a function of classical error
variance. Some simulation studies were made.



